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Abstract.

Matrix low-rank is aimed at finding compact representations of a matrix while
simultaneously preserving most of its properties, which is a fundamental build-
ing block in modern scientific computing. Randomized algorithms represent
state-of-the-art and have attracted huge interest from the fields of machine
learning, data mining, and theoretic computer science. However, it still re-
quires the use of the entire input matrix in producing desired factorizations,
which can be a major computational and memory bottleneck in truly large
problems. In this talk, we uncover an interesting theoretic connection be-
tween matrix low-rank decomposition and lossy signal compression, based on
which a cascaded compression sampling framework is devised to approximate
an m-by-n matrix in only O(m + n) time and space. By sequentially teaming
two rounds of approximation procedures and upgrading the sampling strategy
from a uniform probability to more sophisticated, encoding-orientated sam-
pling, significant algorithmic boosting is achieved to uncover more granular
structures in the data. Empirical results on a wide spectrum of real-world,
large-scale matrices show that by taking only linear time and space, the ac-
curacy of our method rivals those state-of-the-art randomized algorithms con-
suming a quadratic, O(mn), amount of resources.


