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ABSTRACT

HYPERBOLIC CONVEXITY OF A STANDARD FUNDAMENTAL 

DOMAIN OF A SUBGROUP OF A HECKE DISCRETE GROUP

Omer Yayenie 

DOCTOR OF PHILOSOPHY

Temple University, August, 2003

Professor Marvin I.Knopp, Chair

In this thesis we study the most important and practical method of obtain

ing a fundamental domain through the use of a right coset decomposition as 

described below. The sets

Ho =  | r  G HI: |r | > 1 & |Re(r)| <  ̂  j> (0.1)

and

H° = | r  G H : |r  -  1| > 1 & 0 < Re{r) < ^ J , (0.2)

are fundamental domains for T(l). These sets are hyperbolically convex and 

simply connected domains in the upper half-plane. It is well known that if F 

is s subgroup of r(l), and

r( l)  = r - { A 1,A2,-- - , A J ,  (0.3)

then the set
—̂ -----------------\

U ^ o ) J  (0-4)

is a fundamental domain, called a standard fundamental domain, for T. It is 

also known that if [r(l) : V] = n < oo, then there exists a finite number of 

elements C\, • ■ ■ , Cv G T(l) and Ai, • • • , Ap G N such that

r(i) = r • U {ck, cks,..., CkŜ -1} . (0.5)
k = 1
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V

Applying the above result we find that the set

/  P Afc- i  \  0

n r = U U CkSj (Ko) (0-6)
\ k = i  j = i  )

is a fundamental domain, called cuspidal standard fundamental domain, for

r.
It is not clear whether we can always choose the right coset representatives 

so that the cuspidal standard fundamental domain is h-convex. In this thesis 

I produced a counterexample.

In addition, it is not obvious whether we can choose the complete right 

coset system E =  {Ai, • • • , A^} so that the standard fundamental domain is 

h-convex. I have answered this question partially in this thesis. Moreover, the 

proof of the result mentioned above is algorithmic. I have also shown, using 

the method that I have developed, if we use TZ° instead of TZq then we can 

always choose a complete right coset system E = {Ai, • • • , A^} appropriately 

so that the set --------------. O

n v = MJ (0.7)

is an h-convex fundamental domain for T.

All the results mentioned above hold if we can replace F (l) by the discrete 

Hecke groups H (A), where A =  2co.s(|) for some q € Z and q > 3.
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X

NOTATIONS

We write

• C for the set of complex numbers, with the usual topology.

• R for the set of real numbers.

• Q for the set of rational numbers.

• Z for the set of integers.

•  Z+ for the set of positive integers.

• HI := {r € C : /m (r) > 0} for the upper half-plane.

• Coo := C U  {oo}, the extended complex plane. This is the one point 

compactification of C. In the topology of Coo, a set A is open if either 

(i) A is open subset of C, or (ii) oo € A and Coo — A is compact in 

C. With this topology, Coo is homeomorphic to the Riemann sphere 

{(x, y , z) e  R3 : x 2 +  y2 +  r 2 =  1}.

• Roo := R U {oo}, the one point compactification of R.

• H := HI U Roo-

• P := Q U {oo}.

• IT := HUP.

• © := |  ^  ^ : a, b, c, d € R, ad — be =  1 j- =  S L (2, R).

• T(l) :=  |  ^  a  ̂ ^  ; a, b, c, d, € Z, ad — be = = SL(2,Z).

•  H : =  |2 c o s ( |)  : q € Z, q >  3 j.

• A and A0 denote the closure and interior of the set A, respectively.
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CHAPTER 1 

INTRODUCTION

By H(X) we shall mean the group of linear fractional transformations generated 

by the transformations,

S \ : t t + \ ,  and T  : r  —> —
r

where A is a fixed positive real number. Discrete H (A) are useful in the study 

of Dirichlet series with functional equations. It has been shown by Hecke in 

[8], and later by Evans in [5], that H (A) is discrete if and only if either A > 2 or 

A =  2cos for q = 3A , 5,.... These discrete groups are called Hecke groups. 

It is easy to see that T(l) =  H (A), for A =  2cos ( | ) ,  where 17(1) =  SL{2,Z). 

The theory of automorphic forms has been prominent in number theory since 

its inception. This theory builds upon classical methods and leads to deep 

insight into ancient problems. The theory of automorphic forms is the study of 

beautifully symmetric functions on hyperbolic space. The simplest symmetric 

functions are periodic functions(see [15]). A periodic function /  of period /3 is 

a function which satisfies the functional equations

f ( x  +  m/3) = f(U m(x)) =  f(x ) , Vx £ E  & Vm € Z,

where U is translation by /?. Therefore a periodic function of period (3 is a 

function which is invariant under the group (U). The concept of an automor

phic function is a natural generalization of a periodic function. A function
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/  : H  —* C with the property

/  (M (r)) =  / ( r ) ,  VM G T & Vr € H,

is called an  au tom orph ic  function  on the group F. An au tom orph ic  form

on the group T is a function / : ! ! —>•€ with the property

where a function of M  and r , satisfies a certain condition called the

“consistency condition”.

If one wants to investigate the properties of a periodic function of period (3, 

it is sufficient to study the function on the fundamental period interval or 

strip [0,/?] and this makes life much easier. By the same token, to study 

automorphic forms on the group F, it is sufficient to study the function on the 

fundamental domain for T, which is analogous to the fundamental period strip 

for periodic functions.

Two major ways of obtaining fundamental domains for discrete subgroups 

of <SX(2,R) are the Dirichlet Polygon construction (see [15]) and Ford’s con- 

struction(see [6]). Both methods give an h-convex fundamental domain for 

any discrete subgroup of SL(2,R ) as shown in Chapter 3.

But the Dirichlet polygon construction and Ford’s construction are not well 

adapted for the actual construction of an h-convex fundamental domain. The 

reason for this will be clear in Chapter 3.

A third-and most important and practical-method of obtaining a funda

mental domain is through the use of a right coset decomposition as described 

below.

The sets

(1.1)

and

TZ° (1.2)
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are fundamental domains for T(l). These sets are hyperbolically convex and

simply connected domains in the upper half-plane. It is well known that if T

is s subgroup of r(l), and

T(l) = T - { A 1 ,A 2,--- , ^ } ,  (1.3)

then the set _________  „s \ O

1ZT = (L4)

is a fundamental domain for F. The same is true if we replace TZo by 7Z°. 

The above type of fundamental domain for F is called a standard fundamental 

domain for T. It is known that if [T(l) : F] =  / i  < co. then there exists a finite 

number of elements C\, • ■ ■ , Cp € F(l) and Ai, • • • , Xp € N such that

r ( i )  =  r  ■ U  . (1.5)
fc=l

Applying the above result we find that the set

( p  Afc- 1  \

U  (J CkSj (TZo) (1.6)

k = i  j = i  /

is a fundamental domain for F. The fundamental domain for F given in 

( 1.6) is called cuspidal standard fundamental domain for F and the elements 

Ci, • • ■ , Cp are called cuspidal right coset representatives. The integer p, given 

in ( 1.5), is the number of points of intersection of the closure of cuspidal stan

dard fundamental domain and and it is called the parabolic class number 

of the group.

It is not clear whether we can always choose the right coset representatives 

so that the cuspidal standard fundamental domain is hyperbolically convex. 

I show here that there is a counterexample. The group T°(q3), q prime, is a 

subgroup of T(l) such that [F(l) : r°(<y3)] =  q3 + q2, andp  =  2q. I have proved 

that if q > 5, then we cannot choose the right coset representatives C\, ■ ■ • , Coq

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



4

so that the cuspidal standard fundamental domain is hyperbolically convex, 

i.e, the subgroup r°(g3) has no cuspidal standard fundamental domain which 

is hyperbolically convex.

In addition, it is not obvious whether we can choose the complete right 

coset system S =  {Ai, ■ • - , A^} so that the standard fundamental domain, 

given by the above theorem, is hyperbolically convex. I have answered this 

question partially in this thesis. The result can be stated as follows: If the 

subgroup T of T(l) is a normal subgroup, then we can always choose a com

plete right coset system S =  {A\, • • • , A^} so that the standard fundamental 

domain becomes hyperbolically convex. Moreover, from the proof of the above 

result (Theorem) I have developed an algorithm for constructing a set of right 

cosets S and hence a hyperbolically convex standard fundamental domain for 

T. I have implemented the above algorithmic construction for principal con

gruence subgroups and for normal subgroups of the modular group of genus

1. These latter groups are completely described by Newman [16].

I have also shown, using the method that I have developed in proving the 

above result that if we use 7Z° instead of TZq (which avoids much of the difficulty 

we faced in using IZq) in equation ( 1.4), then we can always choose a complete 

right coset system S =  {A\, • • • , A tt] appropriately so that the set

is a hyperbolically convex fundamental domain for F. This latter result was 

originally proved by Kulkarni [14]. The main difficulty in using TZq is that

h-convex. The importance of using 7l0 instead of 71° rests upon-among other 

things-two facts:

(i) the standard fundamental domains constructed using the former are very 

useful in applications to number theory;

(1.7)

this set has two elliptic points of order 3, while the set 7Z° contains only one 

elliptic point of order 3. Hence the set 7lr has fewer elliptic vertices of order 3 

than does the set 7Zr and therefore the former set has a better chance of being
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(ii) the standard fundamental domain constructed using the former will eas

ily give us a set of generators for the group.

I have also considered the discrete Hecke groups H (A), where A =  2cos(|) 

for some q € Z and q > 3. The sets defined by

= | r  € H : |r| > 1 k  |jRe(r)| < ^ j  (1.8)

and

TZX = | r  € M :

are fundamental domains for H (A). These sets are hyperbolically convex and 

simply connected domains in the upper half-plane. It is also known that if T 

is a subgroup of H(X) and H(X) = T ■ {A i: A 2 , A 3 ,...} =  T • E, then the set

^r,s = f (J  (L1°)
W e  )

is a fundamental domain for T. The same is true if we replace by 7Zx. 

But it is not known whether the set 7£r,s has a nice topological structure 

such as convexity in hyperbolic geometry and simple-connectedness. If T is a 

normal subgroup of H (A) of finite index, then I have proved here the existence 

of a complete right coset system E such that the set Tlr,z is hyperbolically 

convex. I have also proved that if we use 7ZX instead of 7Z\ in equation ( 1.10)

and [H(X : T] = fi, then we can always choose a complete right coset system

E =  {Ai, • • • , Afj.} appropriately so that the set
  0

7̂ ’̂s = f[J  Afc(7^)J (1.11)

is a hyperbolically convex fundamental domain for F( Kulkarni does not ad

dress this issue in his long and well-known article [14]). As a byproduct of the 

above result I have given a generalization of Farey fractions, what I call the 

A-Farey fractions.

& 0 <  R e ^  <
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CHAPTER 2 

THE UPPER HALF-PLANE 

AND THE MOBIUS 
TRANSFORMATIONS

2.1 Linear Fractional Transformations

Definition 2.1 A linear fractional transformation, or Mobius transformation, 

is a nonconstant rational function

L : Coo —  Coo, 2 -  w = L(z) := (2.1)
cz + d

where a,b,c,d are complex numbers satisfying ad — be ^  0.

The usual convention about the linear fractional transformation defined in 

( 2.1) must be adopted. That is,

L (oo) =  - ,  and L  =  oo.

The references for the material in this chapter are [13], [15], [25], and [27]. 

The set of all linear fractional transformations shall be denoted by Mdb(C). 

One can easily show that the set Mdb(C) can be redefined as follows:

Mdb(C) = < L : C — ►€: L{z) =  a, b, c,d  6  C, a d - b c =  l l .
I C Z  “I” CL \

(2.2)
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In this section we will see some of the fascinating properties of the elements 

of Mdb{C).

If Liz) =  \  is a Mobius transformation, then L~l {z) = ----------- satis-
w  cz + d x ’ - c z  + a

fies L{L~1{z)) = L~l {L{z)) = z, that is L-1 is the inverse mapping of L  and it 

belongs to Mdb(C). If L and M  are two linear fractional transformations, then 

their composition L o M  is also a linear fractional transformation. Therefore 

the set of Mobius transformations forms a group under composition.

Theorem 2.1 I f  L is a Mobius transformation, then L is the composition of 

a translation z + a, a dilation flz , j3 > 0, a rotation elBz , and an inversion I.

Proof: We consider a transformation L € Mdb{C) such that

\ az + b Liz) =  ------- :.
cz + d

If c = 0, then L(z) = |  which is a composition of a dilation, a rotation

and a translation.

Let c 7̂  0 and put L\{z) =  z + -c, Lo{z) =  Lz{z) =  z + ^, and L ^ z )  = z + + 

Then we can easily see that L =  L 4 o L% o L2 o L\. ■

Theorem 2.2 The linear fractional transformation (2.1) is a one-to-one con- 

formal mapping o fC 00 on itself.

The proof of this theorem is evident from Theorem 2.1 and hence we will 

not include it.

Let if): SL (2, C) —> Mdb(C) be defined by

^ ( c  i ) 5 = L wheret(z) (2'3)
then we can easily see that if is an onto group homomorphism and

*crw=f ( i - ° i ) } " {w} (2-4)
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Therefore 5L (2 ,C )/{ /, — 7} =  Mo6(C) and hence we can identify Mdb(C) 

with S L (2, C) provided we identify M  € SL (2, C) with — M .

One of the main reasons people study Mobius transformations in hyperbolic 

geometry is contained in the following theorem.

Theorem  2.3 A Mobius transformation maps circles in Coo onto circles in

C o o .

Proof: By Theorem 2.1 it is enough to prove that the inversion, L(z) =  \  

maps circles into circles. Let Q be a circle. Since the equation

A zz  +  B z  4- B z + C =  0, (2.5)

where A, C  G M, includes all circles, Cl is given by

A zz  -F B z  4- B z  -F C =  0,

for some A, C 6  R, and 5 s C .  Then if w =  L(z)

equation

Cww +  Bui +  Bw + A = 0 

This shows that L(Q) is also a circle.■

2.2 Fixed Points

Definition 2.2 A point z is called a fixed point of a map f  if  f ( z )  =  2 .

Here we are interested only in the fixed points of nonidentity Mobius trans

formations. Let L(z)  =  be a nonidentity Mobius map. If L(z)  =  2 , 

then

C22 + (d — a)z — 6 =  0

Since a polynomial of degree two can’t have more than two roots, a Mobius 

map L can have at most two fixed points. If c =  0 and a = d, then the set

( 2 .6 )

=  L(fl) is given by the 

(2.7)
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of fixed point is {zoo}, and if c =  0 and a ^  d, then the set of fixed points is

If c 7̂  0, then

L(z) = z  -4=£- cz2 + (d — a)z — b = 0

(a — d ) ±  -J{a -h d ) 2 — 4
2l’22 = -------------- 2c---------------‘

It is clear that the nature of the roots zi, z2 depends upon the number 

(a +  d ) 2 — 4 =  trace(L ) 2 — 4, where trace(L) := a + d.

The following lemma follows from the fact that the trace of a matrix is 

invariant under conjugation by any invertible matrix over the same field.

Lemma 2.1 The trace of a Mobius transformation is invariant under conju

gation by elements of Mob{€).

Remark 2.1 The two fixed points of a Mobius map L  are coincident (equal) 

if  and only if trace(L) = ±2, and in this case the transformation is called 

parabolic.

If L £ Mdb(C) is not the identity map, then L  has at most two fixed 

points. It follows that L e  Mdb(C) is uniquely determined by the images of 

three distinct points of Coo. These may be specified arbitrarily:

Z i  - +  W i ,  Zo -*• U>2, z 3 - *  ^ 3 ,

and the map may be realized by

'L(z) - u i A  / wz - z a 2\  =  / z - z A  / z3 -  z2\  ^  ^
L { z ) - w 2)  \ w z - w l )  \ z  -  z2)  \ z 3 - Z i J  ’

where suitable modifications must be made for the appearance of oo. The

expression
'  Z - Z i \  f  z3 ~ z2 \ , ,0 m=: (z;z1 , z 2 , z 3) (2.9)
vz -  z2j  \ z 3 -  z i t

is called the cross ratio of the four points z ,z i ,z 2, and z3. One other im

portant fact about the Mobius transformations is that they preserve the cross
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ratio of four points,i.e., if N  £ Mdb(C), then ( N ( z ) - , N ( z i ) , N ( z 2 ) , N ( z3 ))  = 

(z]Zi,Z2 ,Z3).

The following theorem, which follows directly from the above discussion, is 

a basis for the classification of Mobius transformation into parabolic, elliptic, 

hyperbolic and loxodromic types.

Theorem 2.4 Let L £ Mdb(C). Then

1 . I f  L has two distinct fixed points Ci. C2 £ Q, then

L(,Z) “ Cl 2 “  Cl ^  m _ e . n i~rrz— zr =  a -----—, a £ C, a ^  0, 1
L{z) -  C2 2 -  C2

2. I f  L has two distinct fixed points Ci £ C,and ioo, then

L{z)  -  Ci =  « (z  -  Ci). «  e  C , a  ±  0, 1

3. I f  L has only one fixed point (1 £ C, then

1 1
7 7  -------= ---------  H- a, a € C, a  ^  0, and a =  1.
L(2) -  Ci 2 -  Ci

4- I f  L has ioo as the only fixed point, then

L(z) = z + a, a  £ C , a  ^  0, a = l

Definition 2.3 For any L £ Mob(C), the description of the above theorem is 

called the normal form of L and the number a +  ^ is called the multiplier of 

L.

Lemma 2.2 Let L £ Mdb(C) and a + I  be the multiplier of L. Then a  +  ^ 

is also the multiplier o f A L A -1 for any A £ Mdb(C). Moreover a  +  £ =  

trace(L ) 2 — 2.

Proof: First let us assume that L  has two distinct fixed points in C  and

az + b
Liz)  =  -------

w  cz + d
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_  , . i . r a — d — y/(a  +  d)2 — 4
Then the fixed points of L are z\ =  ------------- --------------- , and zo =

2c
a -  d +  ^ ( a  +  d)2 — 4 . . a+d+v/(a+d)2-4 , ,
-------------   . Clearly k is given by k  =  v , and hence2c a+d-v/(a+rf)2-4

1 a +  d -F v/(a +  d)2 — 4 a +  d — y/(a +  d)2 — 4 / r ^  o
k  + -  = ----------- , -- =  H------------- . ... . =  =  trace(L) -  2.

K a +  d — \/(o  +  d)2 — 4 a -F d -T -^/(a +  d)2 — 4

Similarly one can show that the above formula holds for any Mobius transfor

mation. Since trace is invariant under conjugation, k -F ^ is invariant under 

conjugation. ■

Since k € C, we can write k as

K = 5eie, 5>  0, 0 < 0 < 2tt (2.10)

We can classify members of Mdb(C) as follows:

•  8 = 1 ,  0 ^ 0 ,  L is called elliptic

• 5 1, 0 =  0, L is called hyperbolic

• 5 ^ 1 ,  0 7̂  0, L is called loxodromic

• 5 = 1 ,  0 =  0, L is called parabolic

We can summarize the above discussion in a single theorem given below.

T heorem  2.5 A necessary and sufficiency condition that L  € Mdb(C) be 

elliptic, hyperbolic or parabolic is that trace(L) be real and \trace(L)\ < 2, 

|frace(L)| >  2, or \trace{L) \ =  2, respectively. Moreover, this classification is

invariant under conjugation by an element of Mob(C).

In this thesis we are interested only in linear fractional transformations 

that map the upper half-plane H onto itself. If L  6 Mdb(C) maps H into 

itself, then L must map Roo onto itself and Im(Z(z)) > 0. Let us define a 

subset of Mdb(C) by

Mdb(R) = s  Mo(C) : L(z) =  a, b, c, d € R ad -  be =  1J  .

(2.11)
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Theorem  2.6 L E Mdb(C) preserves H i f  and only i f  L E Mdb(R).

Proof: (< = ) Suppose that L E Mdb(R).  we want to show that L(EI) =  H. 

Since L(z) = where a, b,c,d E R  and ad — be =  1, then

Im(L(r))  = > 0, V r e l .
|CT +  O f

Therefore L(M) C H. Since L is invertible and its inverse is also in Mob(R), 

then IE C T_1(H) C M. Therefore L(H) =  H.

(= » )  Suppose that L E Mdb(C) and X(H) =  H. We want to show that 

L E Mdb(R).

x  e  R => L{x) e R

L(x) = L(x)

ax +  b \  ax + b
cx + d j  cx + d

ax + b ax + b
cx + d cx +  d

=*■ L(z) = L(z), V z e H  

=► L = L

=>fs M\  c d J \ c d /

( a b \  ( a b \
If =  — , then we can easily see that

\ c  d J  \ c  d J

Im(L( i )) =  , J  v; < 0 
| ci +  d\~

f  a b \  f  a b \
and this contradicts the hypothesis. Therefore I _ _ I =  I . Thus,

L E Mdb(R).  ■
From now on we consider only linear transformations that preserve H, that 

is, members of the group Mdb(R)  and later we will specialize to subgroups
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of Mdb{R). As we did before, we can identify Mdb(R) with SL(2, R) by 

identifying M  E SL(2,M) with — M.  The next section contains some of the 

properties of SL(2,  R) and its subgroups. Before we go to the next section let 

us give one characterization of commutating elements of the group Mo6(R).

T heorem  2.7 Two real linear fractional transformations, neither of which is 

the identity, commute i f  and only i f  they have the same set o f fixed points.

2.3 Discrete Subgroups of S L (2,R)

D efinition  2.4 A group T C S L (2,R) is called discrete i f  it contains no con

vergent sequence of distinct matrices. By convergence we mean entrywise con

vergence.

From the definition, any finite subgroup of 5L(2,R) is discrete and any sub

group of a discrete group is also discrete.

Lem m a 2.3 A group F is discrete i f  and only if there is no sequence Mn —> I  

where {Mn} consists of distinct elements.

Proof: Suppose that there is no distinct sequence {Mn} in F converging to I. 

We want to show that T is discrete. Assume that there is a distinct sequence 

{Mn} in T converging to M.  Then M ~ l —► M ~ l . Therefore

Mn+\M~l - 1

If we show that the sequence {ilfy+iM"1} contains infinitely many distinct 

elements then we are done. Hence it is enough to show that the above se

quence contains infinitely many distinct elements. If {Mn+\M ~ 1} contains 

only finitely many distinct elements, then there exists a subsequence {M nk+iM ~*} 

which are identical. Since —> I , then { M ^+ iM "1} —>• I. That

means Mnk+iM~k = I  \/k 6  N. Hence Mnk+1 =  Mnk V/c e  N. This is a 

contradiction. The converse of the statement is not difficult to see. ■.

We can characterize discrete groups in another way. To do that we need 

the following useful terminology.
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Definition 2.5 Let T be a subgroup of SL (2, R). The stabilizer of a point r  

with respect to the group T, denoted by r r , is defined by

r T := {M  G r  : M (r) =  r}

We can easily check that Fm (t) = M TrM ~l for any M  G SL{2, R). Moreover 

a group T is discrete if and only if for all r  G H Fr has no limit point if and 

only if the orbit [r] has no accumulation point in H.

The following theorem is very useful for our discussion.

Theorem 2.8 Let To be a subgroup of finite index ji in a group r x and let

N  be a fixed element of T\. Then there exist a finite number of elements

Mi. M o , , M t in T i and t disjoint sets

M k  := {Mfc, MfciV,. . . ,  MkN Xk~l } , k = (2.12)

where

Ak = m i n { l e N : N l e  M filT2 Mk} (2.13)

such that

(i) y  = Ai +  A2 +  • • • +  At

(a) r ,  =  r 2 'U U iM i-

Moreover, if N  has finite order a, then \ k divides a for all 1 <  k < t. Also, 

i f  To is normal subgroup of T\, then \ k = Ai Mk and jj, =  tX%.

Proof: Take any Mi 6  Ti and define Ai by (2.13); since M f lFoMi has finite 

index y  in Ti, Ai is a finite positive number and the members of M i  belong 

to Ai different right cosets of T2 in Ti- If y  = Ai, this completes the proof 

and m =  1 in this case. If y  > Ai, we take M2 not belonging to T0M 1 and 

define A2 by (2.13). As before the A2 elements M 2 N k (0 <  k < A2) belong 

to different right cosets of F2. Moreover, M 2 N k £ T2M u  for if M 2 N k 6  T2M i  

then M 2 G T2M iN ~ k =  T2M i,  which is false. If // =  Ai +  A2 the theorem 

follows; if y  > Ax +  A2, we take an M3 ^  T2 {M i\J M 2) and proceed similarly.
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Since jj, is finite and A* > 0 for each k, the process terminates after a finite 

number of steps giving the required result. The remainder of the theorem is 

an immediate consequence.

2.4 The Modular Group

Notation

*•(::)

We can easily see that P 3 = T 2 = —I  and S n =  ^ ^  ̂ ^ . As mappings 

T and P have order 2 and 3 respectively. Let

Ti =  (S ,T ). (2.14)

T heo rem  2.9 51(2, Z) =  (S ,T ) = IV

Proof: Since S ,T  € SL(2,Z), then h  C SL{2,Z). We shall show that 

SL( 2,Z) C Ti. Let ( °  M e  51(2, R). If a =  0, then

a M = ± ( °  1 ) =  ± T S d € Tv
c d )  \ 1 d )

If b =  0, then

a b \ / 1 0 \  _ _1 =  ±  I =  ± T 5 “ T G i y
c d ) V c 1 )
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Therefore we may assume that a ^  0 and 6 ^ 0 .  Note that for t € Z,

/ a  & \ /  l  t  \  /  a 6' \

\  c d / V O  1 /  \  c d' /

where b' = at + b, d' = ct +  d. Choose t  € Z so that \b'\ < [a|(this is always 

possible). If b' = 0, then

/ .  » W .  6' \ / l  - A

\ c  d J \ c  d' J \  0  1 J

If b' ^  0, let g 6  Z and consider

i :  l-)r(o 0 =:( ’/  - J ’
where d  =  c — d'q, a! = a — b'q. Choose g € Z so that |a'j <  16'j. Thus we 

have
/  -d ! d  \  (  a! V \  , ,r( , -Jr=U f ) * S L ^

f a '  V \
with la'I <  \b'\ < lal. If a' = 0 , then as before G IV  If a1 ^  0, we

\ d  d' J
repeat the entire process to obtain

(  a" b" \
e 5 L 2 ,Z )

\ d '  d" j

such that

|a"| < la'I < |a|, or b" =  0.

Since a, a \ a" € Z we eventually get an element in 51/(2. Z) of one of the two 

forms | ^ ^ ) o r |  ). Both are in IY Since all multiplications are
\ l  5 )  s  J

by elements of Ti, we conclude that ( j 6 ^ .  Therefore S L (2,Z) C IV
\ c  d J

Thus,

5L(2, Z) =  (S ,T ) (2.15)
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■
Let T(l) = {L  e  Mdb(R) : L(r) =  a, b, c, d € Z} . Then, we can eas

ily see that SL (2 ,Z )/{ /, —1} =  17(1). The group T(l) is called the inhomoge- 

neous modular group or simply the modular group and the group SL(2, Z) is 

called the homogeneous modular group. From the above theorem we get

r(l) = (S,T), (2.16)

where S : r  —> r  +  1, and T  : r  —*■

Using the above theorem we conclude that if M  € SL (2, Z), then

M  = S qoT S qiT -  • • T S qn, (2.17)

where qk E Z for all 0 <  k < n. Since

1 =  S T S T S T S T S T S T  = T S T S T S T S T S T S ,

the representation 2.17 is not unique. Because of this we need another repre

sentation.

T heorem  2.10 SL (2,Z) is generated by T  and P 2 and every element M  € 

SL (2 , Z) can be written uniquely in the form

M  = ( - i y p 2(*>TP2qiT  ■ ■ • T P 2q", (2.18)

w/iere 0 < r  <  1, 0  < q  ̂ < 2(1 < k < n), qk > 0(0 <  k < n ).

Proof: The only thing we have to show is uniqueness. The above representation

is unique if we have

I  = (—l) rP 2?0T P 29lT • • • T P 2qn, (2.19)

only when n  =  0 =  r  =  q0. Suppose that (2.19) holds for some n > 0 and 

assume that n is the least positive integer for which (2.19) holds. Then

j  =  (—l)rT’P 2'?1T  • • • p p 2'?n+2'?°
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If qn +  g0 =  0(mod 3), then P 2?n+290 =  I  and hence

I  —  ( — I ) 7--1 p 29 i p  . . . J ' p - Q n - l

which is a word of length n — 2. By assumption n — 2 =  0 and so n  =  2. Hence

I  = ( -1  )rT P 2qiT.

Therefore /  =  (—l) rP 2?1, and as a result, <?i =  0, and r =  0. This is a

contradiction. Therefore qo + qn ^  0( mod 3). In this case

± 1  — x P 2qiT- • • TP -q"+-qo. (2.20)

That means ±1  is a product of n factors each of which is either

r p4 = ( o  O ’ o r ~ r p 2 = 0  “ ) '

Since the entries in T P 4 and —T P 2 are all nonnegative the same is true of the 

product, which must be I. But if

I  = T P 4 ■ M, or 1 =  ( - T P 2) • M,

then M must have a negative entry. This is a contradiction. Therefore the

above representation is unique.

D efinition  2.6 For each M  E SL(2, Z) , expressed as in (2.18), we define

4>{M) =  n +  2r,

and

<p(M) := qo +  qi +  • • • +  qn-

T heorem  2.11 The maps <f>, <p : SL(2, Z) — > Z are group homomorphisms 

of SL (2,Z) onto the additive groups of residue classes modulo 4 and 3 respec

tively.
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Proof: Because of the uniqueness of the representation (2.18) the maps d> 

and ip are well defined maps. We show that 0 is a group homomorphism as

described above and the other will follow similarly . The Let M and N be two

elements of S L (2, Z) expressed as

M  = ( - l ) rP 2t>°TP2qiT - ■ ■TP2q”', (2.21)

N  = (—l)sP 2t0T P 2ilT - • - T P 24n. (2.22)

Then 4>{M) = m  + 2 r  and <t>(N) = n + 2s. Note that if u  =  r +  s(mod2), 0 < 

u <  1, then

M N  =  ( —1)“P 2q°T p - l i p  . . . J1 p 29m p2 to  p p 2 t ± p  _ _ _rpp2 tn  ^  23)

If qm + tn = v( mod 3), where 0 < v < 2, then the unique representation of 

M N  is given by

M N  =  (—1)“ p -q°TP2qiT  ■ • ■ T P 2vT P 2tlT  ■ ■ ■ T  P 2tn, (2.24)

and hence <p(MN) =  n  +  m +  2u =  n + m  + 2(r + s)( mod 4) =  4>{M) +  

4>{N){ mod 4).

Now suppose that qm +  tn =  0( mod 3). Then

M N  = (—i y p 2(i°TP2qiT  ■ • •T P 2q m  — 1p p ' i q m  p ' i t o p  p 2 t i p  _ _ p p 2 t n 2̂ 25)

- I

so that

M N  =  ( _ i ) “+1p 29oQr,p 2i?ip . . . p p 2qm-i+2t i p . . .  p p 2tn (2 26)

If qm- 1 + ti  ^  0(mod 3), then cj>(MN) = n + m  + 2u (mod 4) =  n +  m +  2(r +  

s) (mod 4) =  4>(M) + 4>{N)( mod 4). Otherwise,

M N  =  ( — 1)'“+2p 290p p2<?l p  . . . p p ~ q m - l + 2 t2 p  _ _ . p p - t n  ' I"2 27)

and we continue the process until it stops. At each stage of the process we get 

4>{MN) — n + m  + 2 u (mod 4) and therefore <p(MN) = <j>(M) + <fi(N) (mod 4). 

Similarly we can show that ip(MN) =  <p(M) +  tp(N) (mod 3).B
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Let

T4 =  Ker(<j>) = { M e  SL(2.Z) : <p{M) = 0( mod 4)}

and

T3 =  Ker(ip) = { M e  SL{2, Z) : <p(M) = 0( mod 3)} .

By one of the isomorphism theorems T3 and F4 are normal subgroups of 

SX(2, Z). Moreover,

SL(2,Z)/F4 =  Z4;

and

5 L (2 ,Z )/r3 =  z 3.

Now we have all the tools needed to investigate the commutator subgroup 

of S L (2 , Z), denoted by SL (2, Z)'. This group is the smallest group containing 

all the commutators [A, B] where A, B, € S L (2, Z) and

[A,B] = A B A ~lB ~ \

T h eorem  2.12 SL (2, Z)' is generated by two elements

A  := S T S - 'T , and B  := T S ^ T S  (2.28)

Furthermore S L (2, Z)' =  T3 D T4, and 5L (2,Z)/SX (2,Z); is a cyciic group 

generated by SL{2,Z)' - 5  of order 12.

Proof: Let L ,M  € S L (2, Z). Since I  =  M  ■ M ~l =  L • Z r1, by Theorem 2.11 

we have

0 (M) +  =  0 (modA) = <j>(L) 4- ^(T -1).

Hence

M]) = <j>{L) + <j>(M) +  =  0 (mod4)

Similarly, cp([L, M]) = 0 (modS). Therefore if N  £ S L (2, Z)', then N  € r 3n r 4. 
Conversely, if M  € T3 fl T4, then we can express M  as follows:

M  =  ( - i ) rp 2?°TP29ir  • • • T P 2qm, (2.29)
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where 0 <  r  < 1, 0 < < 2(1 < k < n), qk > 0(0 < k < n). Let

tk '■= qa + ■ ■ ■ + qk (0 <  k < m). Note that m  must be even and we can write 

M  as

M  = ( -1  )r[P2t°,T][T,P2tl] • • • (2.30)

This shows that M  G S L (2, Z)'. Therefore S L (2,Z)' =  T3 fl T4. Since

[T, P 2} = [P2, T } - 1 = T S - 'T S  = B ,

and

[T, P 4] =  [P \ T } = S T S ~ lT  = A,

then SL (2 , Z)' is generated by A  and B. Here we need one result from group 

theory. If H, and K  are two subgroups of G such that ([G : H),[G : K]) = 1, 

then [G : H  f) K\ = [G : H][G : P](see any abstract algebra book). Therefore

[SL(2 , Z) : 5L(2, Z)'] =  [SL(2,Z) : PV T 4] =  [S'L(2,Z) : r 3][SL(2,Z) : T4] =  12

Now it remains to show that SL(2,Z)' • S  has order 12. For any k £ N, we 

have

word of length k

Hence (p{Sh) =  2k and <?{Sk) = k. The smallest natural number k for which 

the matrix S k is in the commutator subgroup S L (2,Z)' is k =  12.■

We now state the corresponding results for the associated inhomogeneous 

modular group. Note that —I £ T4. Let T(l)4 =  T4, T(l)3 =  r3/{J, —/}, and 

r(l)' be the commutator subgroup of the group T(l).

T heorem  2.13 r(l)' =  T(l)3 n r(l)4, [T(l) : T(l)'] =  6 and T(l)/r(l)' is a 

cyclic group of order 6  generated by the coset containing the translation S.

2.4.1 Normal subgroups of T(l) contained in the Com

mutator subgroup

Here I will mention the most exciting result by Morris Newman [16] about 

normal subgroups of T(l) which are contained in the commutator subgroup
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r ( l ) \  As we have seen before, any element of T (l)/ can be written as a word 

in A = S T S - 'T  and B  =  T S ~ lT S . Let e.4(M) and eB(M) denote the sum of 

the exponents of A  and B, respectively.

T heorem  2.14 For each triplet of integers (p. m , d) such that p positive, 0 <

m  < d — 1 , and m 2 +  m  +  1 =  0( mod d), the set

T(p,m ,d) =  |iW  6  r ( l ) / : e^(M) =  0 (modp), 6 b{M ) = meA(M) (mod dp) j
(2.31)

is a normal subgroup of the modular group T(l) of index 6 dp2.

2.4.2 Congruence Subgroups of the modular group

D efinition 2.7 Let n be a natural number. We define the principal congru

ence subgroup of level n, by

rw = {(! I )€r(1):0  ^)s±(o i ) (modn)}' (2-32)
Let To(n) be the subgroup o/T( 1) defined by

r o(n) =  |  ^  * bd ^  e  r(l) : n |c |  (2.33)

and let T°(n) be the subgroup o fF (l) defined by

r°(n) = I  f  “ \ ]  e rf1) : "I6}  ' <2'34)

Any subgroup of the modular group which contains T(n), for some n  E N, is

called a congruence subgroup of level n.

The congruence subgroup T o (n )  is called the Hecke congruence group and 

is often encountered in arithmetic.

T h eo rem  2.15 Let n be a natural number. Then

R eproduced  with perm ission o f the copyright owner. Further reproduction prohibited without perm ission.



23

(i) \T(1) : T(n)] = { „3 _  ^  * and [T(l) : r 0(n)] =
1 ip|n  ̂ p2 J , lin >  O2

i—r 1 \n• I l p l n  ( 1 +  ? )  •

(m) A set o/ representatives for T o(n)\r(l) is given by

) G T(l) with v\n, u (mod —). (2.35)
u v J v

(Hi) A set of inequivalent cusps for T'o(n) is given by the following fractions

XL
— with v\n, (u,v) = 1, u (mod (n /v. v)) (2.36)
v

and the number of inequivalent cusps, denoted by a ^ n ) ,  is cr^(n) = 

ni-=i > where n = f l L i  Pk-

Proof: The proofs of (i) and (ii) are standard, but long, and can be found in 

the book of Gunning [7] and Iwaniec [10]. We shall provide the proof of (iii) 

using (ii). Suppose that (u,v) = 1, v\n and (u ',v ') = 1, v'\n are two

cusps that are equivalent under T o (n ) .  Then there exists ( ^  j € P o ( n ) ,\ l  5 J
such that

u1  o l u  +  f3v
vr 7  u +  Sv

Then u' = au + ftv, v' =  j u  +  Sv, n f /  and hence v\v'. Similarly we can show 

that v'\v. Therefore v = v '. Since v' =  ,yu+5v =  7 u + 5v', we get (S—l)v  =  7u

and this implies that 8  — 1 =  0(mod (7). Hence

u' =  au + f3v = au = aSu = u(mod(v, n /v )).

Therefore a set of inequivalent cusps for T0(n) is given by the following frac

tions
XJL
— with v\n, (u,v) = 1, u (mod (n /v, v)). (2.37)
v

Hence, a ^ n )  = ^ | n |{u (mod (v ,n /v )) : (u,v) =  1}|. Let n  =  pln0, where 

(no,p) =  1. Then,
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< 7 o o ( n )  =  E v j n  KU ( m o d  ( V , n / V ) )  '■ ( U i V )  =  ! } !

=  E L o  Esino Ku (mod (pes , ^ o / p es)) : (u ,pes) =  1}|
= El=oEs|rto (modpmin(e't- e){s,n0 /s )) : (u ,pes) = l}|
=  E e =0 0 (pmin(e’t_e)) E s|no Ku (mod (s> n° /S)) : (“ > S) =  !}l 
=  (E e =0 <t>{pmin ê,t~^)) CToo(no)
=  (pU-l + p LV -jj (Too(n0)

Therefore, if n =  p^po2 • • ■ptrr: then by the same argument as above we get

M r>) =  n ( P? J + P ^ J) -  (2.38)
k=1 '  '

Using the above equation and the multiplicativity of 4> we get

^ooW =  I I  (pL̂ J + P L̂ iJ) =  5 1  ^  ( (d> ^ ) )  > (2‘39)
p*||n d |n

for any n  € N.

R em ark  2.2 5mce r°(n) =  Tro(n)T -1 =  TTo(n)T, T°(n) has cr^n) 

inequivalent parabolic cusps and one can easily derive the analog of (Hi) for

r°(n).

2.5 The Hecke Group

The group generated by translation 5a : r  —*• r  +  A and inversion T  : t —> 

^ r, denoted by H (A), is called a Hecke group. Hecke [8] proved analytically

that the group H (A) =  (S \,T )  is discrete if and only if either A >  2 or

A =  2 cos(^) for some q € Z  and q>  3. Later Evans [5] provided an elementary 

proof of this fact. From now on we restrict ourselves to discrete Hecke groups 

H (A) where A € H  =  |2 co s  : q € Z, and q > 3 |

For A € H  the group H (A) is generated by two elements of finite order

H(\) = {T, Pa), (2-40)
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where P\ : t  —* Since T 2 =  — I, it is enough to show that P\ has finite

order. If 0 =  then we can easilv see thatql

P X =  0 - 1 \ = J _  ( - ^ ( 1 - 1 ) 9  \  (241)
\ l  2cos{6 ) )  s m e y  Sin 0 sin(l +  1)0 J

and
p 2 _  _ J _  | - s i n (2 -  1)0 — sin 2(9 . ^

sin0 sin 20 sin(2 + 1)0

Similarly we can prove by induction that

1 /  — sin(n — 1)0 — sinn0 \p ;  =  _ i _   ̂ '  , (2.43)
sm 0 y sinn0 sin(n +  l )0 J

for any natural number n. Hence the smallest positive value of n for which 

P£ = I  is n = q. This proves that the Hecke group H (A) is generated by two 

transformations of finite order.

2.5.1 Congruence Subgroups of H ( A)

The main results of this thesis require a discussion of some subgroups 

of the Hecke groups. The groups i f  (a/2) = i f (2cos ( | ) )  and H (\/3) = 

i f (2cos ( | ) )  are of particular interest since they are the only Hecke groups, 

aside from the modular group, whose elements are completely known.

It is well known([9], [30]) that H(y/m), m  — 2, 3, consists of all the 

mappings of the following two types:

«  M (r ) = a, b,c,d e  Z, ad — mbc = 1,

(U) M (t ) = a ,b ,c ,d e Z ,a d m - b c  =  1.

Let n e  N. Define

H™(n) = [ M e  H(y/m) : c = 0( mod n)} . (m =  2,3)

Then H™(n) is a subgroup of H(y/m). It is well known ([12]) that
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n FT i f l  + -V  if (m ,n) = 1
(i) : z/y(n)] = {  ̂ V .

2 ™ n p[„,,#m ! 1 +  ; ) -  if  (m , n )  =  m

(ii) The number of inequivalent parabolic cusps of denoted by cr™(n).

is given by

=  f  E d | n ^ ( ( ^ n / rf))> if (m >n ) =  1
1 Ed|n<K(rf>mnA10), if (m, n) = m  .
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CHAPTER 3 

FUNDAMENTAL DOMAIN  

AND HYPERBOLIC 
GEOMETRY

3.1 Definitions

Let T be a subgroup of Mob{R). Then elements of T map the upper half

plane onto itself. Now let us define an equivalence relation on Hqo, which 

depends on T as follows:

r  ~  To iff 3M  G T such that r  =  M (r0) . (3.1)

Clearly ~  is an equivalence relation on H; let the equivalence class determined 

by r  be denoted by [r] and T[r]. Then

r[r] =  [r] =  (M (t) : M  G T}

and we call T[r] the orbit of r  under F. An orbit T[r] consists entirely of 

real points or entirely of nonreal points. For any two points r  and w in H 

we can find a Mobius transformation M  G Mdb(R) such that M (r) =  w. 

Hence Mdb(R)[r] =  H. If F is a subgroup of Mob(R), then by the Axiom 

of Choice there exists a set T  such that T  contains exactly one element from
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each equivalence class. Such sets are called fundamental sets. A singleton in 

H is a fundamental set for Mdb(R).

The references for the material in this chapter are [2], [11], [13],[15], [27] 

and [28].

D efinition  3.1 A set T  of M. is called a fundamental set for the group T i f  it 

contains exactly one representatives of each equivalence class under T.

If V  C T , M  G T and T  is a fundamental set for T, then the set M {V) U 

(F  — V) is also a fundamental set for T. Therefore a fundamental set cannot 

be unique. A fundamental set J- cannot be open, because if it is open then 

points on its boundary will not be equivalent to any of its elements and hence 

there exists an element r  € El such that [r] n  F  =  0. This is a contradiction. 

Since it is convenient to work with sets that are topologically “nice”, at least 

open or closed, we shall modify the concept slightly and make the following 

definition.

D efinition  3.2 An open subset TZ ofW is called a fundamental domain for T 

provided

(1) no two distinct points of TZ are equivalent under F;

(2) every point ofM. is Y-equivalent to a point ofTZ.

Given a fundamental domain TZ for T we can always construct a funda

mental set F  for F such that TZ C F  C 77. Moreover, if a subgroup T of 

Mob(M) has a nonempty fundamental domain TZ then the group T must be 

discrete. Suppose there exists a sequence {Mn} of distinct elements of T such 

that limn_ooMn =  I  and Mn I. If r  e  77, then there exist a posi

tive number 5 such that D(r, S) C TZ. Since lim„_oc Tvln = / ,  there exists 

N  6  N such that Mn(r) 6 D (r ,6 ) for all n > N . Therefore the open set 

Cl =  M n {D (t,8 )) fl D (t, 5) C TZ contains Mjv(r). That means there ex

ist a point u  £ Cl different from the fixed points of Myv- Then there exists 

t i € D ( t , 8 ) such that u  — That means TZ contains two equivalent
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points u} and T}. This is impossible. Therefore T is discrete. The converse, 

which can be stated as: if a group is discrete then it has a fundamental do

main, was proved by Poincare [23]. Therefore we restrict ourselves to dis

crete subgroups of Mdb(R), and in particular to subgroups of the Hecke group 

H (A), A e H .

3.2 Hyperbolic Geometry

We consider here Poincare’s model of the hyperbolic plane. A point in the 

hyperbolic plane is represented by a point in EL A line is represented by the 

intersection of a vertical line or a circle orthogonal to R and the upper half

plane El. We call these elements the h-plane, h-point, and h-line, respectively. 

In Euclidean geometry, there is one and only one line passing through any 

pair of distinct points. One can easily show that between any pair p. and q 

of distinct points of HI there exists a unique h-line through p, and q. As in 

the Euclidean case, we say two h-lines are parallel if they are disjoint. We 

also define the angle measure in hyperbolic geometry to be the same as the 

angle measure in Euclidean geometry. Parallelism behaves much differently in 

hyperbolic geometry. Unlike the Euclidean case, if p is a point in HI which is 

not on h-line £  in HI, then there exist infinitely many different h-lines through 

p that are parallel to £ , as shown below. This is actually the main difference 

between these two geometries.

We can make M a metric space by defining a metric as follows: let r  

and u> be two distinct points in El and let [r, u] be the h-line segment joining 

r  and u>. We can parametrize [t , oj \ by a smooth map 7  : [0,1] —> [r,u;]. We 

define

We can see that (El, d®) is a metric space and distance is preserved by Mobius

S(7(t)) (3.2)

and

dm(r,r) =  0. (3-3)
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Figure 3.1: The two lines through P are || to L

transformations which fix H; i.e., if M  € Mob(R), then

dn (r,w) =  dE{M{r),M(uj)).

The topology defined by the metric d0 is equivalent to the usual euclidean 

topology. That is, every open set in one topology contains an open set in 

the other topology. Because of the invariance of the hyperbolic metric under 

Mobius transformations, in order to evaluate ds(r, to) it is enough to evaluate 

ib) for b > a. From the definition of the metric we get

dE(ia,ib) = In , (3.4)

where b > a. The following theorem is very useful for evaluating and deriving 

properties of the above metric, and we will use it in this thesis when we discuss 

the existence of a fundamental domain for any discrete subgroup of Mob(R).

T h eo rem  3.1 Forr, to € H,

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



31

/•I A ( \ 1 [ \ t - u \ +  \t - u \(i)  dm{T,u) = In -------- — j------ j
V r - w l  -  \t  — oj\

I uj\̂
( i i )  c o s h  (dH(T,u/)) =  1 +

(Hi) sinh (^dm(r,u))

( i v )  c o s h ( \ d n { T , u ) )  =

2 Q(t)Q?(u;) ’ 

IT — h)\
2 (9f(r)3f(w )) 

|r  — u

1/2  ;

2 (3(r)S(u;))1/2'

In order to prove the existence of a fundamental domain for any discrete sub

group of Mdb(R) we need the following definition.

D efinition  3.3 A perpendicular bisector of the h-line segment [t, u\ is the 

unique h-line £  passing through the midpoint of r  and oj orthogonal to the 

h-line segment [r, co\ (see Figure 3.2).

Figure 3.2:
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T heorem  3.2 A line given by the equation

du{T,T0) = d u fa n )  (3.5)

is the perpendicular bisector of the h-line segment [to, t\\.

Proof: Without loss of generality we can assume that To =  i ,  and T\ = ib 2 for 

some b > 0. By Theorem 3.1 the midpoint r2 of [r0, tl] is given by r2 =  ib  and 

the perpendicular bisector is given by \ r \  = b. If |r | =  b, then we can easily 

see that
I 'T - 'To l2 | t - T i l 2

1 b2

and hence
1 lT ~ r o l V ^ ( r o )  , It - T x P / ^ T i )

2 Q(t ) 2 Qf(r)
By Theorem 3.1 we get

cosh(du(r,T0)) =  cosh(dm(r,Ti)).

Therefore

Tj To) =  dE(r ,n ) .

Let £  be the perpendicular bisector of the h-line segment [ t o ,  w0]. Then by 

Theorem 3.2 the equation of £  is given by c ? h ( t ,  t o )  =  d ^ ( r ,  u q ) .  The open set 

given by the equation {r € HI: dE(r, to) <  de(T, Ti)} is the open half-plane 

determined by £  and containing ro(the shaded part of Figure 3.2).

N o ta tio n  3.1 We shall denote the perpendicular bisector of the h-line seg

ment [ t o ,  M ( t o ) ]  by £ ro(M) and let HTo(M) be the open half-plane determined 

by £ to(M) and containing To (similar to the shaded part of Figure 3.2).

Next we define the notion of hyperbolic convexity of a set.
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D efinition 3.4 A subset D of the hyperbolic plane is hyperbolically convexo- 

convex) if  for each pair of points r  and ui in D the closed h-line segment [t . uj \ 

joining r  and ui is contained in D.

Among the simplest examples of h-convex sets are H, any h-line, and any 

closed h-line segment. As in Euclidean convexity, the intersection of a family 

of h-convex sets is h-convex. Given an h-line £  its complement in the upper 

half-plane has two components, the two open half-planes determined by £. 

We need some of the basic properties of h-convex sets for this thesis and we 

state them now. For the proofs of Theorems 3.3, 3.4 and 3.5 one can refer 

to the wonderful book of Beardon [2].

T h eo rem  3.3 (1) I f  a set D is h-convex and M  G Mdb(R), then M (D ) is

also h-convex.

(2) Open half-planes are h-convex.

(3) The closure and interior of an h-convex set are h-convex.

(4) A subset D of the hyperbolic plane is h-convex if and only if D can be 

expressed as the intersection of a collection of half-planes.

D efin ition  3.5 A hyperbolic polygon V  is the interior of a closed Jordan curve

[ri, t 2] U [r2, r3] U • • • U [rn_i, r n ] U [rn, n].

The interior angle Ok o f the polygon at Tk is the angle determined by D(rk, r)fXP 

for all sufficiently small discs D fa , r) centered at Tk.

We allow the vertices r* to lie on H and if Tk G Moo, then Ok = 0.

To prove the main theorem in this section we need the following theorem 

due to Tietze Heinrich [29]. We say that a set E  is called locally convex if 

and only if for each point r  G E  there exists an open set U containing r  such 

that the set E f)U  is convex. The notions of convexity and local convexity are 

meaningful in both Euclidean and hyperbolic spaces, and they extend in the 

obvious way to the closed hyperbolic plane.
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Theorem  3.4 Let P  be the Euclidean plane or the closed hyperbolic plane. A 

closed subset E  of P  is convex i f  and only if it is connected and locally convex.

Proof: If the result is true when P  is the Euclidean plane, the relationship 

between the Poincare and Beltrami-Klein models(the interested reader can 

refer to the book of Stahl [28] for an elementary introduction of these models) 

shows that the result is also true when P  is a closed hyperbolic plane. Thus it 

is only necessary to show that if E  is a closed, connected and locally convex 

subsets of 3R2 then E  is convex (the reverse implication is trivial).

Note that any two points of E  are connected by a polygonal curve in 

E. Because of this it is sufficient to show that if the Euclidean segments 

[«, u], [u, w] lie in E  then so does the segment [u, u/]. If u ,v ,w  are collinear 

then this is trivial: thus we assume that these points are not collinear.

For each a, b, c, let T(a, b, c) represent the closed triangle with vertices a, b, c 

(or the convex hull of the points a, b, c). Now let K  be the set of x  in (v, u ) 

with the property that for some y in (u, w) we have T (v ,x ,y ) C E. As E  is 

locally convex at v, K  contains some interval of positive length. Clearly, K  is 

an interval of the form [w, x) or [v, x) where x ^  v and we shall now show that 

K  =  [v,u\.

Choose a neighborhood N  of x  such that E  fl N  is convex and then choose 

& G [u, x) fl N  and c € [x, u] fl N  as shown in Figure 3.3. As b E K , there 

exists some y e  (v.w) with

T ( v ,b ,y ) c E .

Choose z e  N  fl (&, y). As E  fl N  is convex we have

T{z, b, c) C E.

With a as shown in Figure 3.3 we also have

T (v , c, a) C T(v, b, y) U T(b, c, z) C E,

so c e  K . This shows that x  E K  and x  = u so K  =  [v, u]. Note that as 

u  E K , there is some y E (v. w) with T(v, u, y) C E.
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V

Figure 3.3:

Now consider the set Ki of y  € [v,w\ such that T (v ,u ,y )  C E. Exactly 

as before, K\ is some segment [v,yo) or [v,yo\. As E  is closed, we see that 

K\ = [v,y<f\. The argument in the preceding paragraph (with u ,v ,w  replaced 

by u, y0, w) shows that yo =  w so w € Ki and

T(v,u ,w )  C E.

U

Now we have all the necessary ingredients to prove one of the main results in 

hyperbolic geometry. This result is the main building block of this dissertation.

T heo rem  3.5 A hyperbolic polygon V  with interior angles 6 i, 9%, ■ ■ ■ , 9n is 

h-convex i f  and only if
0 < ^ < 7r, 1 < k < n

Proof: The conditions on the interior angles guarantees us that the set V  is 

locally convex. Furthermore the set V  is connected and closed. Therefore by 

Theorem 3.4 the polygon V  is h-convex.
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3.3 Existence of a fundamental domain for dis

crete subgroups of Mdb(R)

In Section 3.1 we have seen that if a subgroup T of Mdb(E) has a nonempty 

fundamental domain, then the group must be discrete. In this section we will 

prove the converse.

Theorem 3.6 Let T be a discrete subgroup of Mdb(R) and let T o  be a point 

in H which is not fixed by any nonidentity element ofT.  Then the set

K  = { r e M : d M{r, r0) < dm(r, M (r0)) VM G T, M  ^  I  } (3.6)

is a fundamental domain for T. Moreover, 7Z is h-convex. The set TZ is called 

a Dirichlet Polygon for T centered at tq .

Proof: We can easily see that

(i) =  DjV/er-f/} Hro{M)]

(ii) TZ is open.

Next we want to show that

(iii) TZ =  f)Mer-{/}

Since TZ C rWgr-{/} Hro(M), we have to show the reverse inclusion. For 

this we need the following fact: for any e > 0 and any r £ i ,  the set T[r] Pi 

D { t ,  e) contains only finitely many elements. First we want to show that for 

any e > 0, £ ro(M) intersects D(r0, e) for only finitely many M  € T — {/}. If 

£ to(M) fl D(r0 ,e) ^  0, then dm (u>, r0) < e for some uj G £ ro(M). By 

definition of £ T0 {M) we have d ^ { M ( r o ) ,  r0) <  d ^ u ,  t q )  +  d ^ ( M ( T 0 ) ,  u j )  <  2e 

and therefore M (t0) € D (r0, 2e). Using the fact that we mentioned earlier 

we can conclude that there are only finitely many M  e T — {/} such that 

£ ro(M) fl D(r0 .e) ^  0. Next we will show that £ ro(M) fl D(r,e) ^  0 for only 

finitely many elements M  £ T — {/}, for a given r  G H and e > 0. Let t G H
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and e > 0. If 6  =  e +  d i(r , To), then we can show that D (r,e) C .D(to,<5). 

Since there are only finitely many M  G T such that £ ro(M) D D(jo, 8 ) ^  0, 

then there will be finitely many M  G T such that £ To(M) fl D (t, e) =4 0.

Now let r  G f )M€r_yy Hto(M). Then r  € Hro(M) VM G T — {/}. If 

r  G Hro(M)  VM G r ~ {/}, then t  E l Z C H .  Suppose that there exists N  € T 

such that r  G HTo(N )\H ro(N). That means d^(r,r0) = d^(r, N ( t0 ) ) .  We want 

to show that any deleted neighborhood of r  intersects 7Z nontrivially. For any

e > 0 there exist only a finite number of elements of T. say M 1; • • • , M„ G F

such that

£r0 (Mfc) Pi D(t , e) 7  ̂ 0 Vfc =  l , . . . , r a .

Then there exist /  g B  such that
n

T ' e ( D ( r , e ) \ { r } ) n f ] H n (Mt ).
k=1

Moreover, since r  G HTo(M)  VM G F — {/}, we must have 

r  G Hro(M)  VM G T — {/, Ml5 • • • , Mn}

and

> e.

Therefore

D (t, e) C Hro(M)  VM G r\{J, M l5 • • - , M„} 

and hence r '  G 71D D (t, e). Thus r  G 72.. Therefore

n
Mer-{/}

To complete the proof we need to show that TZ contains a point from each 

equivalence class and 7Z does not contain two equivalent points. Let r G l .  

Since T is a discrete group, the F-orbit T[r] is a discrete set and hence there 

exists r* G T[r] with the smallest hyperbolic distance from tq. Then

dm(j0 ,T*) < d i( r0,M (r*)) VM G r\{/}
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and hence r* G Hro(M) for all M  G F — {/}. Thus r* G 71, so 71 contains 

at least one point from every F-orbit. It remains to show that no two distinct 

points r, us G 71 can lie in the same T-orbit. Let r, to e H  and distinct. Then

dm{To,r) < du(r0 ,M(r)) ,  VM G T -  {/}

and

dM{r0, to) <  d ^ T o ,  \fM  G T — { /} .

If r  and u  lie in the same F-orbit. then there exists iV G T -  {/} such that 

uj =  N ( t ) and

dm(T0,T)  < dm(T0, N ( T )) =  dH(T0,w)

and

dm(r0,uj) <  dH(r0,iV- 1(a;)) =  dia(ro,r).

This is a contradiction. Therefore 7Z contains at most one point from each 

T-orbit. Clearly 1Z is open and h-convex. Therefore 71 is a path-connected 

fundamental domain for T.B

The above theorem is not well adapted for the actual construction of an 

h-convex fundamental domain. Among other reasons, it may be very difficult 

to determine the orbit r[ro] of To, and so to determine the points of H closer 

to To than to any other point in the orbit. We shall describe another method, 

associated with the name of L.R.Ford, which is based on the isometric circle. 

Let T be a discrete subgroup of Mo6(R) containing translations. Let M  =

G SL(2,R)  with c ^  0. Then the circle

I (M)  : = { r G H :  \ c t  +  d\ = 1} (3.7)

is called the isom etric  circle of M. The map M acts like a euclidean rigid 

motion on the circle /(M ), and this explains the name. It is easy to see that 

M  maps I{M)  on J(M -1) and maps E x t ( I { M )) on I n t ( I { M ~ 1)). Since T 

contains a translation, there exists a smallest positive number j3 such that
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S3 = 1 P  
0 1

€ T. Let

Note that if M  =

§ B =  r S H :

a b 

c d

~ P < SR(r) < P
} '

(3.8)

6  T with c =  0, then M e  Too. Therefore every

M e  T — Too has an isometric circle. Furthermore, if we have a sequence 

of distinct isometric cirles, where Mn e  T, then the radii of the 

isometric circles I(Mn) tend to zero. Ford [6] was the first to exploit this 

property of isometric circles to prove the following theorem.

T heorem  3.7 The set T  defined by

j~ = S/3 n < p |  Ext ( I {M))
M € £ - { S P)

(3.9)

is a h-convex fundamental domain forT.  J- is called Ford fundamental domain.

Proof: Suppose r  6  J- and M e T. If M e  Too, then M  translates r  out of 

§0 hence out of T .  Otherwise t  lies outside /(M ); therefore M (r) lies inside 

/(M _1) and so outside T . Distinct points of !F are not equivalent under T.

We must now show that every a; € El is equivalent to a point of T . The 

radii of the isometric circles are bounded above, as we have observed. Hence 

there is a a  >  0 such that r  =  x + iy e T  if r  e§p  and y > a.

Let t  e  El be a boundary point of T . Then r  may lie on one of the 

vertical sides bounding S^. If not, r  lies on some isometric circle, for certainly 

r  does not lie inside an isometric circle. Now r  does not lie on infinitely many 

isometric circles, for the radii of these circles tend to zero and this would force 

t  to be a point of R. A boundary point of T  lies on a finite number of isometric 

circles but inside none. It follows that a point of El not in T  must fie inside 

some isometric circle.
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Now let To € H. Translate r  to a point rx € S/j by an element of T, writing 

r0 = x  o +  iyo, Tl =  xi +  it/i,

where t/i = yo. If rx is not in T , it is inside some isometric circle /(M i),

(ax bx \
1, and we have

ci d x J

Vir2 = x 2 + iy2 =  M i(ri) yo =   -------— > y\.
|ClTi + d x \z

Next, translate r2 to a point in §3, and so on. We obtain a sequence

7*0 > Tlj j r̂i)

with

yo =  2/1 < 2/2 =  2/3 < 2/4 =  2/5 <

If for some n, y2n+i > a , then r2n+i € Z7 and the proof ends. Otherwise there 

is an infinite sequence rx =  M i(t0), 7-3 =  M3(r0); r5 =  M5(r), • • •, all images 

of r0 under T and all lying in §3. This sequence has a point of accumulation in 

r* =  x* +  iy* 6  S/3 and y* > 0, since 2/2«+i is strictly increasing. Therefore

/ m ( M ” ( T o ) )  =

and
l w , _ M 2  +  M 2 +  K 2 /o) 2 , _ , l2

Hence {cn}, {dn}, {a„} and {bn} are bounded. That means the sequence {M„} 

of distinct elements of T has a convergent subsequence. This is a contradiction.

Even though the above theorem is important, it is not well adapted for the 

actual construction of an h-convex fundamental domain. Among other reasons, 

it may be very difficult to get the isometric circles and hence the intersection 

of their exterior, because the result is highly dependent on knowing almost 

all of the elements of the group. This necessitates the development of a new 

and practical method. Here we shall describe another method which is very
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convenient in constructing fundamental domains for subgroups T of a group 

G having a fundamental domain with nice topological properties.

Theorem  3.8 Let V be the a discrete subgroup of Mob(M) and r2 be a sub

group of T of index n. I f

r =  V2A1 u t 2a 2 u • • • u r 2An (3.10)

is a decomposition o fT  into To-right cosets and i f  71 is a fundamental domain

o fT , then the set
71

n 2 = { j A k (K) (3.11)
k=l

is a fundamental domain for T2.

Proof: We first prove that no two distinct points of 7Z2 are equivalent under the 

group F2. Towards this end suppose that T\ and r2 are in 7Z2 and equivalent 

under T2. Then there exist uq, u>2 G 71, i, j  G {1,2,3, ••• ,n}, and M  G T2 

such that

t 2 = M {ti), Ti = A f u i), t 2 = Aj{u)2).

It follows that Aj(cj2) = M A i(tq ) or ui2 =  A~lM A fu jf) . But A~lM Ai G T; 

hence oj\ = lu2 since TZ is a fundamental domain for T. Hence A j 1M Ai = I  

or A jA f 1 =  M  G T2. This implies that i =  j .  Hence ri =  r2, so that no two 

distinct points of 7Z2 are equivalent under r 2.

Now we want to show that any point of H is equivalent under V2 to a point 

in 1Z2. Given any t G I ,  there exists N  G T such that t  =  N (u), where lo G 71. 

On the other hand there exist M  G T2 and i{ 1 < i  < n )  such that N  =  MA{. 

Hence r  =  N(oj) = MAi{uj) ■ M(a>1), where uq =  Afoo) G Ai(7Z) = AfTZ). 

Therefore G 7Z2. ■

Definition 3.6 Let 71 be a fundamental domain for T. A parabolic point (or a 

parabolic vertex, or a parabolic cusp, or a cusp) o fT  in TZ is any point q G 

such that q G TZ.
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3.4 Fundamental Domain for r(l) and H ( A) 

and Their subgroups.

Notation:

.  n 0 := { t  e  E  : |»(r)| <  A |r| > l};

• n °  := { t e  M : 0 < &(r) < |r  — 1| >  l};

.  TZ\ := { r € H : |5R(t) | < |r | > l};

• n x : = { r e M :  0 <  3fc(r) < f , |r  -  A| > l};

• Ss := { t € H : |9?(r)| < |3 (r) | > <5} where 5 >  0.

y ' '

'r

- 1/2 1/2 1/2

Figure 3.4: TZq and TZ°

In this section we will show that the sets 7Zo, and 71° are fundamental 

domains for T(l) and the sets 1Z\, and 1ZX are fundamental domains for H (A).
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T heorem  3.9 The sets TZq and TZ° are fundamental domains for the full mod

ular group T(l).

Before we prove the above theorem let us prove the following lemma which 

is useful for the proof of the theorem.

Lem m a 3.1 For any 5 > 0 and r  € El the set T(l)[r] n  S$ is a finite set.

Proof:

Suppose that r  = x + iy £ M, S > 0 and c, d be a pair of integers such
(  a b \

that (c, d) = 1, c /  0. Then there exists a unique Mc(i — I ] £ P(l)
V c d  J

such that |^ | < If N  £  T(l) and iV =  ^  ^ ^ G T(l), then there

exists a unique n £ Z such that N  =  S nMCid. Now let iV(r) G Ss and

( * * \

c J -

Now, 5s (N(t )) >  5
& ---------   >  5

(cx +  d) 2 +  c2y2

(cx +  d)2 +  (?y2 < |

<£>• (x2 + y2)(? +  (2x)cd +  d2 <  | .

But the last inequality has finitely many integer solutions c, d with (c, d) =  1. 

For each solution c, d with (c, d) =  1, c ^  0, there exists a unique n such 

that $s(SnMc<d(T)) > 5 and |9?(5nMĉ (r))| < If c =  0, then the number of 

possibilities for d is 2 and hence there are only finitely many elements N  G T(l)

such that iV =  ^  ^ and N (r) G Ss- Therefore T(l)[r] fl Ss is a finite

set.B

P ro o f o f T heorem  3.9

First we shall show that for any r  G H there exists oj G IZq such that r  G 

r(l)[w]. Let r  =  x  +  iy G H. We call y =  Qf(r) the height of r .  There exists
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rii € Z such that if t x := 5 ni(r), then |9?(tl)| <  \  and S (n ) =  S (r). If 

T\ £ Ho, then |ti | <  1. Clearly T{rx) G [r] and we note that

3 ( r ( r , ) )  =  5 ^  >  9 ( r , )  =  O r.
h i

Further, there exists n2 £ Z such that if r2 := 5 n2(T (n)) =  S n2T S ni(r), then

|^ ( r2)| <  \  and

S (r2) =  Q (S ^T {n )) = 3 (T (n ))  > 9f(n) =  S t  =  y.

Either r2 G 7£o or else we can continue the process and find a congruent point

r3 with |9?(r3)| < \  and S (r3) > 9 ( t2). By the above lemma S y D [r] is finite

and hence the process ultimately terminates after a finite number of steps, say 

after k steps. Then the point Tk € [r] fl H q.

Now it remains to show that each orbit contains at most one point of TZo- 

Suppose that r  =  x + iy and ui = u +  iv are two distinct points in Ho which 

are equivalent under r(l). Assume, with out loss of generality, that y > v and

r  =  M(w), where M  =  ^ ^ ^  G F(l). This implies

y =  Qf(M(o;)) =  -— ^— 2.I Oj j  + d \

Hence \cu +  d\ < 1. We cannot have |c| >  2, since no circle of radius r  <  \  and 

orthogonal to R intersects H q. If c =  0, then M  = S n, for some n  G Z, which 

is clearly impossible. We may therefore assume that c =  1. Then d is either 

—1, 0 or 1. One can check that all of the above cases are impossible. That 

means we cannot find a map M  € T(l) such that r  = M(ui). Therefore each 

orbit contains at most one point of 7Zq. Thus, H q is a fundamental domain for 

r ( l ) .  To show that 1Z° is also a fundamental domain for F(l), first note that 

1Zo = A l)  B, where

A := | r  G M : ~  < &(r) < 0, \t \ > 1 j  ,

and

B := j r  G M : i  > » (r )  >  0, | r |  > 1 j  .
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Then TZ° =  (^B U T(A)J  and by the remark we made in section 3.1 K° is a 

fundamental domain for T(l). H

The following theorem was first proved by Hecke [8] and later by Evans 

[5] using elementary arguments as in the above theorem. Here we state the 

theorem without proof.

T h eo rem  3.10 The sets 7Z\ and 7Zx are fundamental domains for the Hecke 

groups H ( A) when A > 2 or X E H .

iy i Y

X

Figure 3.5: 1Z\ and 7ZX

For convenience we shall combine Theorems 2.8 and 3.8 in the following 

theorem.

T heorem  3.11 Let F be a subgroup o fT  (I) of index p. Then

(1) Let E =  {Ai, • ■ • , be a complete right coset system o fT  in r ( l ) .  

Then

r ( i )  =  r - J41u r - ^ 2 u - - - u r - A M= | J r - > i  (3.12)
ASS

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



46

and the set

K(T) = |J  A k (Tlo) (3.13)

is a fundamental domain for T;

(2) there exists a finite number of elements A i, - ■■ , Ap such that

p  Afc- 1

(3.14)
k= 1 j= 0

Kr=UU A*Sj(Ko) (3.15)
k = l  j =o

is a fundamental domain for T, where is as defined in Theorem 2.8 

fo r N  =  S.

D efinition 3.7 The set H(T) constructed as in Theorem 3.11 is called a 

standard fundamental domain(SFD) for F and the set TZr is called a cuspidal 

standard fundamental domain(CSFD) for F. The positive integer Ak is called 

the width of the parabolic cusp A^(ioo).

R em ark  3.1 (i) The parabolic cusps o fT  in the SFD 7£(r) are the points

given by Ak(ioo) for k =  1, 2, ■ • • , p. In this case we may have two 

distinct parabolic cusps that are V-equivalent to each other.

(ii) The parabolic cusps o fT  in the CSFD 71? are the points given by Ak(ioo) 

for k  = 1, 2, • • • , p. In this case no two distinct parabolic cusps are T- 

equivalent to each other, and this justifies the name cuspidal standard 

fundamental domain.

(Hi) I f  two cusps are T-equivalent, then they have the same width.

(iv) The number p in part(2) of the above theorem is the number of inequiva

lent parabolic cusps or the parabolic class number and we usually denote

it by <7oo(r).
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(v) TZ(T) and TZr depend on the complete right coset system.

Now we are ready to state the questions raised by my advisor, Professor 

Marvin I.Knopp, and by Professor Mark Sheingorn, which have lead to this 

dissertation. First, is the set U(T) connected? If not is it possible to choose a 

complete right coset system {A1; • • • , A^} to make 77,(F) connected? Second, 

is the set U(T) h-convex? If not is it possible to choose a complete right coset 

system {Ai, • • • , A^} to make U(T) h-convex? Third, is the set Ur h-convex? 

If not is it possible to choose a reduced right coset system {A\, , A ax( r)} to

make U r h-convex? We will address these questions in the next two chapters. 

(Note that the two fundamental domains constructed by Ford and Poincare 

are h-convex.)
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CHAPTER 4 

CONSTRUCTION OF A 
CONNECTED CSFD AND ITS 
LIMITATIONS

In the first section we will give an algorithmic construction of a connected 

cuspidal standard fundamental domain of T, where |T(1) : F] < oo, which can 

be implemented on a computer using any programming language. Actually I 

have written a Maple package which gives me such domains for the congruence 

subgroup To(n) for any n 6 N. The reference for the material of the first section 

is [27]. In Section 4.3 we give an example of a subgroup F of F (l) of finite 

index which has no h-convex cuspidal standard fundamental domain. This 

result appears to be new.

4.1 Construction of Connected CSFD

We need the following lemmas in order to give an algorithmic proof of the 

construction of a connected cuspidal standard fundamental domain. We call 

the image of 770 by any member of a modular group a modular triangle.
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Lem m a 4.1 1 . There are exactly 6  modular triangles attached at the ellip

tic point p = e^ ;

2. there are exactly 6  modular triangles attached at £ E [p]\

3. there are exactly two modular triangles attached at each Q E [u>], where

u e d (T Z 0) -  {p, p +  1, oo} .

Proof: A modular triangle is said to be attached at the point u>, if uj is on its 

boundary. Usually u  will be an elliptic point.

Consideration of angles would be the ideal way of proving the claim. How

ever, we give here an elementary algebraic proof. Suppose that ikf(r) =  

with ad —be = 1 and p 6 M(TZo). Then either p =  M(p) or p =  M (p  +  1).

M(p) = p ap + b = cp2 + dp

(a — d)p + b — cp2 = 0

(a — d)p + b + c(p + 1) =  0

(tz — d -f- c)p +  b +  c =  0

(a + c — d) = 0, and b +  c =  0

M  = / ,  or M  = TS, or M  = S ^ T .

If M (p + 1) =  p, then M S(p) =  p and by the first part M S  = I  or 

M S  = T S  or M S  = S ^ T  and hence M  = T  or M  = S ' 1 or 

M  = T ST . Therefore there are exactly six modular triangles attached at 

the elliptic point p.

The proofs of (2) and (3) are similar and hence left to the reader.

Two modular triangles are said to be adjacent if they have a common side. 

Applying the definition of a fundamental domain for a subgroup of the 

modular group, we get the following lemma.

L em m a 4.2 (a) I f  Mi, M 2 E T with Mi ^  M 2 and 71 is a subset of a

fundamental domain, then Mi (TZ) fl M 2 (TZ) =  0.

(b) I f  A(ioo) £  B(ioo) and A(Tlo) is adjacent to B(TZo), then A = B T .
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T heorem  4.1 For any subgroup T of T(l) with [r(l) : P] =  p < oo we 

can choose a reduced right coset system {A i .A 2: ■ • • . Ap} suitably to make the 

CSFD TZ? connected.

Proof: If p  =  1, then E =  {/}, and 7Z = TZq, which is connected. Therefore 

we may assume that p > 2 .

S T E P  1. Pick any element A\ o f r ( l ) —T and form the 6 i := {j4i,A i5, ••• , 

where Ai is the smallest positive integer such that A iS XlA f l belongs to P. 

Clearly =  U iesi ^C^o) *s connected.
Terminate the process if either all modular triangles which are adjacent to 

7L\ are equivalent to one of the modular triangles contained in 1Z\ or |S i | =  p. 

(Later we will show that these two statements are equivalent.) Otherwise go 

to the next step.

S T E P  2. There exists A 2 E T(l) such that A 2 £  ©i and A 2 (TZo) is adjacent 

to M(7Z0) for some M  € ©i- If A2 is the smallest positive integer such that 

A z S ^ A f 1 € T, then form ©2 =  ©i U {A 2, A 2S, ■ • • , j425 A2-1}. Because of 

the choice of A2, 7Z2 = U l&b2 ^(^-o) is connected.
Terminate the process if either all modular triangles which are adjacent to 

7Z2 are equivalent to one of the modular triangles contained in 1Z2 or |©2| =  p. 

(Later we will show that these two statements are equivalent.) Otherwise go 

to the next step.

S T E P  k. Suppose we get &k-i = Uj=i { AjS, ■ ■ • , A jS ^ -1} and 

7£fc-i =  Uz,€Sfc_i W )  from STEP k-1 such that TZk-i is connected and
p

there exists Ak € T(l) — P • &k-i with A/fHo) adjacent to Tlk-i and Ak 

Gk-i- If Ak is the smallest positive integer such that A 2S x'2A f 1 € P, then 

form &k := ©fc-i U {Ak,AkS,--- , J4fcS'Afc—1}. Because of the choice of Ak,

7Zk = W  is connected.
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Since [T(l) : T] =  /x < oo, the process terminates after a finite number 

of steps, say at STEP p. Note that the process terminates if either |6 p| =  /x, 

in which case there is nothing to do, or all the modular triangles that are 

adjacent to Tlp are equivalent to one of the modular triangles contained in Tlp.

We want to show that these statements are equivalent. Suppose that the
jp

latter one is true. That is, if M (Ho) is adjacent to Hp. then M  ~  6 P or 

equivalently M  G T • &p. Since Hp has a finite number of sides, M (H P), 

M  G T, has a finite number of sides and at each side of M(Tip) there exists 

a modular triangle which is adjacent to it. Moreover, if a modular triangle 

Mi(7£o) is adjacent to M (H P) for some M  GV, then M ~ l M i (Hq) is adjacent 

to Tip. Therefore M _1Mi 6  T • 6 P and since M  G T we can conclude that 

Mi e  T • 6 P.

Now we define two sets as follows:

A = [ J  M (H 0),
A/er-Sp

B  =  |J  M(fto).
Mer(i) -  r-Sp

Let C G UL € r(i) L(d(Tlo) — {oo}). We want to show that if some modular 

triangle attached at (  belongs to A, then all modular triangles attached at £ 

belong to A. Consequently, £ G (A)°. First note that

a = (J M (n r)
Mer

and there are at most six modular triangles attached at £. Suppose that 

a modular triangle M (H 0) attached at £ belongs to A. Then there exist 

Mi G T, and Li G &p such that M =  M iL\. Since M(TIq) C M\(Tlp) , 

£ € Mi(Tlp).

Let £ G [p\. In this case we have to show that all the six copies of TIq 

attached at £ belong to A. If £ € (Mi(TZp))°, then all the six copies of Ho at

tached at £ belong to M\{Tlp) and hence belong to A. Otherwise £ G dM\(Tlp).
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Then at the two sides of Mi{JZp) containing £ there exist M2,M 3 € T such 

that M i(7lp) is adjacent to M2(TZP) on one side and adjacent to Mz{TZp) on 

the other side. Now either all the six modular triangles attached at £ belong 

to Mi(lZp)  U M 2(7£p) U Mz(TZp) or there exist at most three modular triangles 

attached at £ not contained in Mi{1Zp) U M 2(7£p) U M 3 (1ZP). If the former 

is true, then we are done. Otherwise one of the remaining modular triangles 

N(IZo) attached at £ which are not contained in Mi(1ZP) U Mo(JZp) U Mz(7Zp) 

must be adjacent to either M 2(7£p) or Mz(7Zp). Without loss of generality we 

may assume that N(TZq) is adjacent to ikf2( 1ZP). There exists M4 G T such that 

M 4 (JZP) contains at least N(lZo) and M4 (TZP) is adjacent to Mo(1Zp). Hence A 

contains at least 4 modular triangles attached at £. Continuing this argument 

we can conclude that all the six modular triangles attached at £ belong to A. 

Therefore £ 6  (A)°.

Let £ G L (d(TZ0) — {p, p +  l,oo}). In this case there are only two modular 

triangles attached at £. Now we want to show that both of them belong to 

A. If £ G (Mi(lZp))°, then both copies of TZq attached at £ belong to Mi(1Zp) 

and hence belong to A. Now let £ G dMi(1Z). Then there exists M2 € T such 

that Mi (TZP) is adjacent to 1W2(TZP). Therefore A contains both copies of IZo 

attached at £. Hence £ G (A)°.

Therefore if some modular triangle attached at £ belongs to A, then £ G 

(A)».

If £ G H, then £ G M(1Z0) for some M  G T(l). If there exists Mi G T • ©p 

such that £ G M\{TZo), then £ G A°. Otherwise all the modular triangles 

containing £ belong to B  and hence £ G B°. Therefore £ G (A ) 0 or £ G (B)° . 

From the definition of the two sets we can see that A° fl B° — 0. So far we 

have shown

(i) HI =  (A)° U (H)°;
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(ii) (A)°n( 5) °  =  0;

(iii) ( A) ° nHI ^0 .

Since El is connected and (A)° fl El ^  0, then 5  =  0. That means 

T(l) — F ■ <SP =  0 . Hence |6 p| =  p and {TZP)° is a connected cuspidal 

standard fundamental domain for T.

R em ark  4.1 The above Theorem is also true i f  we replace the full modular 

group by the Hecke group 5(A). The only thing which we need to modify in 

order to carry out the proof o f the theorem is Lemma 3.1: at the elliptic point 

of the Hecke group 5(A), where A =  2cos{~), there are at most 2q replicas 

of the triangle TZ\ attached.

We get the following corollary from the proof of the above Theorem.

C orollary  4.1 Let [T(l) : T] =  p  < oo and suppose £  is a finite set consisting 

of inequivalent elements o /T (l) modulo T. I f  TZ =  LLes-^C^-o) is connected 

and every modular triangle adjacent to TZ is equivalent to a modular triangle 

contained in TZ, then |£ | =  p.

4.2 Examples

Exam ple 4.1 We will show that the group r°(p). where p is prime, has an 

h-convex CSFD. Using the above Theorem we get a right coset decomposition

q.e.d

T(l) =  / , • • • ,  Sp~2, T } .

Let

(4.1)
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Then we can easily show that (TZ)° is h-convex CSFD. Figure 4.1 shows TZ 

for p = 13.

The sides of the CSFD TZ given in equation 4.1 are paired by the transfor

mations T\S_1T, S p, and S hTS~m, where k =  2,3, • • • , p — 2 and m  is the 

solution of the equation km  — — l(modp) in the interval — 2 <  m < p — 2. 

Therefore by the Poincare’s Theorem [23, p. 255] the group F°(p) is generated 

by a subset of these transformations, and this is consistent with Rademacher’s 

result [24].

E xam ple 4.2 We will show that the group r°(jr), where p is prime, has an 

h-convex CSFD. Applying Theorem 2.15 to the given group we get

(i)

(ii)

(hi)

Now we want to choose p +  1 transformations Ai, ■ ■ ■ , Ap+1 such that

p + i

F(l) =  U  F°(p2) • {Afc, A kS, - • • ,  A ^ - 1}
k = 1

and P+ 1 A*;—1

TZ =  (J U  A ^S j (n o)
k =  1 j =o

is an h-convex CSFD. Let Ai = S'-1, A i =  T, A 3 =  S PT, ..., Ap+i = 

SPip-^T. Then we can easily see that

p + i

r ( i )  =  U  r°(p2) • {A k, • • • ,  AfcS^-1}
A:=l

[T(l) : r V ) J  =  P2 +  P

<&(p2) =  V + I

k Cusp qk 6 width A*,
1 [00] f
2 [0] 1
3 [P] 1

..

P + l b(p  - ! ) ] 1
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and the set
p + lA t —1

ft = U U ^ 5 J’(fto)
k=l j =0

is a cuspidal standard fundamental domain for r°(p2). It remains to show that 

I t  is h-convex. First note that the only vertices of I t  in H are

p -  1, p, p +  1, p +  2, • • • , p +  p2 -  2, and p + p2 -  2

By Theorem 3.5 it is enough to show that the TZ is locally h-convex at those 

vertices listed above. The interior angle at the vertices

p, p +  l, p +  p - 1, ,p  +  p p + p{p~  1) — 1, and p +  p ( p - l )

equals 3 ( f ) =  tt and the interior angle at the remaining vertices except

p — 1 and p +  p2 — 2 equals and at those exceptional vertices the interior 

angle equals | .  Therefore TZ is locally h-convex. Since TZ is closed, connected 

and locally h-convex, TZ is h-convex. Figure 4.2 shows an H-convex SFD for 

r°(25).
The sides of the CSFD described above are paired by the transformations 

T S ^ T ,  S p\  , S lpT ST S~ lp, where I =  0, 1, • • • , p -  1 and where

2 <  k < p2—2 andp { k±  1 and t  is a solution of the equation km  =  —l(modp) 

in the interval —2 < m < p  — 2. Therefore by the Poincare’s Theorem [23, p. 

255] the group F° (p2) is generated by a subset these transformations. 

E xam ple  4.3 We will show that the group r°(pg), where p and q are distinct 

primes, has an h-convex CSFD. We can easily see that Cooipq) =  4. Since 

(p, q) = 1, there exist integers I and r  such that 0  < I < q — 1 and pl — qr = 1. 

If we choose A 1 =  S~pl, A 2 = S~plT, As =  T, and A 4 = S ^ ^ T S 1̂ ,  

then
4

r ( l )  =  r 0(p?) • U  {A k, A kS, • • • , AfcS^-1} (4 .2)
fc=1

where Ai =  pq, A2 =  ?, A3 =  1, A4 =  p.

Therefore the set given by
4 Afe- 1

ft = U U A k S j  (fto)
k= 1 j= 0
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is a CSFD for F0 (pq). Furthermore we can show that H  is h-convex. Figure 

4.3 shows an h-convex CSFD for r°(15).
To provide the generators of the group r°(pg) by applying the Poincare’s 

Theorem we need to know the sides of the domain found above. The sides of 

the domain given above are:

TYPE I: S k{C) =  S kT(C); k = -p i  +  1,..., -2 ,2 ,.. . ,  q{p -  r) -  1,

TYPE II: S~plT (£ ), S~plT S q(£), S q(-p~r)T S (£ ), S q(-p- ^ T S l~p(£),

TYPE III: S~plT S n(C) = S~plT S nT(C); n  =  2 ,3 ,..., q -  1 and

S<i(p-r)TS-m{C) = S q{p- r)TS~mT{Cy, m =  2,3, ...,p — 1,

TYPE IV: S~pl(£) U S~plTS(C), S qip~r\ £ )  U S ^ - ^ T S - ^ C ) ,  T S (£ ) U 5 _1(C),

T (£)  U 5(C).

Sides of TYPE II are mapped to sides of the same category and as a result we 

get two side-pairing transformations

Mi =  S plT S qT S pl and M2 =  Sq(p- r)T S -pTS_q(p- r).

Sides of TYPE IV are mapped to sides of the same category and as a result 

we get two side-pairing transformations

M3 =  Spq and M4 =  TST.

Sides of TYPE III are mapped to sides of TYPE I. For each n =  2,3,..., q—

1 there exists an s E (1 — Z,..., q — l — 1} such that s{n — 1) -j- I =  O(modq).

Hence the side-pairing transformation

Nn = s-plTSnTS~ps
pairs the sides Sps(C) and S~plT S n(C). For each t  =  2 ,3, ...,p  — 1 there exists 

an m  € {—r +  1, ...,p — r — 1} such that m( 1 — t) +  r  =  0 (modp). Hence the 

transformation

B t = s q̂ T S ~ tTS~qm
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pairs the sides S qm(C) and Sq̂ p~r^TS~t(C).

All the remaining sides of TYPE I are mapped to sides of the same category. 

Let 21 =  {k  € Z : 1 — pi <  k < q(p — r) — 1, \k\ > 1, (k,p) = (k, q) =  1}. For 

each k 6  21, there exists h € 21 such that k(pq — h) = 1 (mod pq). Hence the 

transformation

Mj( 1 <  j  < 4), Nn ( 2  < n < q  — 1), Bt{ 2 < t  < p  — l),andUk(k € 21) 

generate the group r°(pg).

the modular group has an h-convex cuspidal standard fundamental domain? 

The answer is no and the following section gives an example of a subgroup 

without such a fundamental domain.

has no h-convex cuspidal standard fundamental domain.

Proof: Applying Theorem 2.15 to the group r°(125) we get:

1. [T(l) : r°(125)j =  150.

2. The number of inequivalent cusps of r°(125) is <700(1 2 5 ) =  10.

Uk = S hTS~k

pairs the sides S k(C) and S hT{C).

Therefore the transformations

Can we continue this forever and show that any subgroup of finite index of

4.3 Limitations

P ro p o sitio n  4.1 The subgroup r°(125) o /P (l) defined by
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k Cusp qk E width Afc
1 [00] 125
2 [0] 1
3 [25] 1
4 [50] 1
5 [75] 1
6 [100] 1
7 [5] 5
8 [10] 5
9 [15] 5
10 [20] 5

4. If two reduced rationals ^  and ^  are equivalent modulo r°(125), then 

(au 125) = (oa, 125).

We prove the proposition by contradiction. Suppose there are 10-transformations 

A i ,A 2, ... ,Aio such that
10

r(l) = r°(125). |J  {A k, AkS , ...,
fc=i

and if K k = U ^ o 1 AkSj (Ko) for k = 1,2, • • • , 10 and 77. =  then

7Z is CSFD for r°(125) such that TZ is h-convex.

Without loss of generality we can assume that the first cusp to be oo. Since 

S 125 € r°(125) we can, without loss of generality, take A\ = S~l for I G Z 

and 0 < I <  125 -  1. The h-convex polygon TZi looks like the shaded region 

in Figure 4.4.

( flfc bk \ for A: =  1,2,--- , 10. By definition

Ck 4  /
7Zh is an h-convex polygon for all k. Moreover, since TZ is h-convex and hence 

connected, TZ2 must share a side with 7Zk for some k G {1,3,4,..., 10}. We 

want to show that k = 1. Since TZ2 shares a side with TZk, there exists

0 < ak < A*, such that A 2 iJZo) shares a side with A kS ak(TZq). By Lemma
/  blc *4" OLk&k —&k \

4.2 A 2 =  AhSahT  = 1  J. From the discussion above
y dfc -j- 0£kck ck J

125|a2 and hence 125[(4 +  a kak). If k ^  1 , then 5|ak and hence 5\bk. This 

is a contradiction. Therefore k  =  1 and 7^ shares a side with TZ\ only.
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Similarly, we can show that lZm for m  = 3,4,5, and 6 shares a side with IZi 

only. Next we want to show that Tin for n  =  7 ,8, 9, and 10 shares a side 

with Tli only. Since Tl is connected 7l n must share a side with 7l t for some 

t G {1,2,3,4,..., 10} and t ^  n. That means there exist 0 < at < At and 

0 <  a„ <  An such that A nS ari(7lo) shares aside with A tS at(Tlo). By Lemma

4.2 AnS an =  AtS atT  and hence

Note that 25|64 +  a tat, because (a„, 125) =  25 and n > 7. If t ^  1, then 

5|at and hence 516t . This is a contradiction. Therefore t =  1. Hence 

all of the polygons 7Ik, k=2,...,10, share a side with Hi only. Therefore for 

each k = 2,3, • • • , 10, there exist an integer m k, 0 <  m k < p3, and a k, 

0 <  ctfc < A* — 1, such that A kS ak(7lo) shares aside with A iS rrik(1lo). By 

Lemma 4.2 A kS ak = A ^ ^ T  and

Also note that m k ^  m n if k n. Since 5\ak for each k G {2,3,..., 10}, 5|m k—l. 

If ki k% and k\, k2 G {2,3,..., 10}, then p\mkl — m k2. That means any two 

cusps Afc(oo) =  m k — l and A„(oo) =  m n — l are at least 5 units apart. Hence 

there exists t G {7,8 ,9,10} such that 5—1 < qt = A t(oo) =  m t—I < 120—L 

Now let us look 71 near the parabolic point qt. Depending on h := a t, 71 looks 

like one of the regions in Figure 4.5.

In any of the above 5 cases the interior angle at the vertex v or w equals 

4 ( | )  > 7r. This is a contradiction to the h-convexity of 71. Therefore T°(125) 

has no h-convex cuspidal standard fundamental domain.

R em ark  4.2 The above proposition is true for T(p3). where p is any prime 

p > 5. In the proof of the above proposition we used the hypothesis p = 5 in 

order to get more than 2  inequivalent cusps of width greater than 1  and this 

holds for any prime p greater than 5.

bt +  a tat * 

dt 4- atct *

Ak =  AiSmkTS~ak
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CHAPTER 5 

MAIN RESULTS

5.1 H-convex Standard Fundamental Domains 

For Normal Subgroups Of The Modular 

Group

We know that the sets, showninFigure 5.1, TZo = { r  G H : |r | > 1 & |Re(r)| < 5 } 

and TZ° = { r  G E l: |r  +  1| > 1 k  0 < Re(r) <  |}  are fundamental do

mains for r(l). L e t£ i =  { r  G TZo : Re{r) =  ^ } ,  C2 = { t  eTZ0 : Re(r) = 5},

  ""

Figure 5.1: TZo and TZ°
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and C = ( r  £ 1Z0 : |r | =  l} . Then 1Z0 is bounded by the hyperbolic line seg

ments Ci, C and Co.

We also know that if T is a subgroup of F(l) such that T(l) =  T • E, then the 

set

H v : = { j A { n 0) (5.1)

is a fundamental domain for T. It is not known whether the set (7£s)° is 

h-convex or not. Even though the set (7^s)° may not be connected it is pos

sible to choose E appropriately, as shown in Theorem 4.1, to make (^ e )°  

connected. Until now it has not been known whether there exists a right coset 

E of T in T(l) such that ( ^ s ) °  is h-convex. In this chapter we will show that 

if T is a normal subgroup of T(l) such that [T(l) : T] =  p  < oo, then we can 

construct or choose a right coset decomposition E of T in T(l) suitably so that 

the set {1ZE}° is h-convex.

Lem m a 5.1 Suppose T is a normal subgroup of T(l) such that [T(l) : T] =  

p < oo and either T  £ T or S 2 £ T. Then there exists a set of right coset 

representatives E =  {A i,A 2 , ...,^4^} ofT  mT( l )  such that T( 1) =  T-E and 

i f  71 = (Jj=i Aj (Tio), then (71)° is h-convex.

Proof: If T  £  T and S 2 £  T, observe that

T S T  = S~ 1T S - 1 = < ^ T S , - £ ^ -
er er

Hence T S T  £ T and by normality S  £ T. Therefore T =  T(l) and Tlo is an 

h-convex standard fundamental domain for T.

Let T  £  T and S 2 T. In this case we want to show that T(l) =  T ■ 

{/, S, S 2} and [T(l) : T] = 3. T S  i  T, because S 2 £ V. But S ^ T S S ' 3 = 

(T 5 )T (T S )-1T e  T and hence S ~3 € T. Therefore (T, S3) C T. One can 

easily show that

(a) T S T  = $ ~ lT S - S ~ 3 -S and T S ~ lT  =  § T S f^ - S 2-, 
er er
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(b) T S 2T  = ? S 3T  ■ S T S ~ \-S 2 and T S~ 2T  =  ? S ~ 3T  ■ S ^ T S  ■ S~ 3 -S;S v" * mmm/ ^ 1 "■ V y
er er

Using the above observations and the fact that any element of T(l) can be 

written as a word in S  and T  we can show that T(l) =  T • {/, S, S2}. Since 

I ,S ,S 2 are inequivalent to each other modulo F, then [r(l) : T] =  3. There

fore, if we take E =  {I, S, S’2}, we get an h-convex standard fundamental 

domain for T.

Let T  T and S 2 € F. We consider several cases that appear under this cat

egory. If T S  G T, then observe that S T  = (TSS~2)~X G F and (TS, ST) C T. 

We want to show that T(l) =  F • {/, T} and [r(l) : T] =  2. One can easily 

show that

(a) T S 2 = £ !T S T ,-T ;
er

(b) r S 3 = £ S j j £ - I .
er

Using the above observations and the fact that any element of r ( l )  can be 

written as a word in 5  and T  we can show that T(l) =  F • {/, T}. Since I  and 

T  are inequivalent modulo T, it follows that |F(1) : F] =  2 . Therefore taking 

E =  {I, T}, we get an h-convex standard fundamental domain for T.

If TS  T, then we can easily see that F(2) =  (S2, (ST)S~2(ST)~1) C T. 

We want to show that T =  T(2). First note that the mappings I, ST, (ST)2 

are inequivalent under the group T and F(l) =  T • {I, S,T, ST, STS, TST}.  
If I ~  ST, then ST  € T, which is a contradiction. If I  ~  (ST)2, then 

(ST)2 = TS -1 € T and as a result TS = TS~1S2 G F, which is a contradiction. 

If ST  ~  (ST)2, then ST  G T, which is a contradiction. Therefore 3 <  [T(l) : 

T] <  6 . Now it remains to show that [F(l) : F] =  /i > 3. Since the mapping 

S is not equivalent to I  or ST or (ST)2 under the group F, then /i > 3. 

Since /x|6 and ^ > 3, n  must be 6. Therefore F =  T(2) and if we take 

E =  {I, S, T, ST, TST, STS} we get an h-convex standard fundamental 

domain for T.
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We have covered all the different possibilities and this completes the proof of 

the lemma.

q.e.d

T heorem  5.1 Suppose that T is a normal subgroup of L(l) such that [17(1) : 

r] =  p < oo. Then there exists a complete right coset system E =  {Ai, 

o fT  in T(l) such that

(a) r ( l )  =  r - E ;

(b) I f  TZ =  [Jig r L (7b0), then (7b) ° is h-convex.

Proof: Since the case T  £ T or S 2 £ T is proved in Lemma 5.1 it is enough 

to prove the above theorem when T  and S 2 ^  P.

Algorithmic Construction
We define a function r j : H x 2r ^  —* Z as follows

r)(C, E) := the number of elements L of E such that £ £ L{JZq). (5.2)

Note that ?7(£, E) counts the number of modular triangles in 7b =  U m sS^(^o) 

which are attached at £.

We want to construct a sequence of sets Ei, E2, S3, ..., Em with

|Ei| < |E2| < |E3| < ... < |Em|,

and 7bfc := L C^o) such that 7bt is h-convex and each E* consists of el

ements which are inequivalent modulo the subgroup T V fc £ {12, 3, ..., m} . 

From now on let us fix the following convention. The vertices of a hyperbolic 

polygon P c i  are the vertices, in the usual sense, of the polygon P  that lie 

in H.

S T E P  1. Choose the first set Ei containing only one element . Let M  be an 

arbitrary element of T(l). Let Ei =  {M } and 7bi =  UieSi ^  O^o)- Clearly 

7bi is h-convex.
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S T E P  2. The modular triangles which are adjacent to TZ\ are M S - 1  {TZo), 

MT{TZ0), and M S  {TZo)- Now I claim that M  is inequivalent to M T  under F. 

To prove this we assume the contrary. That means there exists Mi £ F such 

that

M  = M i-M T .

From this we can easily see that T  =  M -1 • M\ ■ M  £ T, because T is a normal
p

subgroup. But this is a contradiction. Therefore M  M T . If we set E2 =  

{M, M T }, then we can see that the closure of the set TZo = (JLes2 ^  

h-convex and |E2| > |E i|. Because of the assumption on T, /i >  2 =  |S 2| and 

there exists a modular triangles adjacent to TZo but not equivalent to any of 

the modular triangles contained in TZo. Go to the next step.

S T E P  k. Suppose that Efc_! =  { A i ,  ••• , A n and7£fc_i =  { J ^ i  Aj{TZo) 

are obtained in STEP k-1. Then there exists B  € T(l) such that B{TZq) is ad-
p

jacent to TZk~\ and B  00 E&_i. In this case there exists some element of Efc_i,
p

say A i ,  such that B{TZ0) and Ai{TZq) share a common side. Since B  E*_i 

and T is a normal subgroup of r(l), then I  £  B_1 • i- Therefore, without 

loss of generality, we can assume B  to be I ,  by replacing by B ~ l ■ S /.-1 

if necessary. Since I(7Zo) and Ai(7Zo) share a common side, then either 7Zo 

shares C with A \  {TZq) or TZ0 shares with A \  {TZo) or TZo shares £ 2 with 

A \  {TZ0). We will address each of the different possibilities one at a time.

I.  I  {TZo) shares C with A i  {TZo).

The shaded modular triangle in Figure 5.2 is contained in TZk-i and the 

elliptic points p and p-1-1 are vertices of TZk-i- Because of h-convexity of TZk-i, 

r){p, Efc_i) <  3 and r}{p +  1, Efc_ 1) < 3.

C ase 1. r]{p, Efc_i) <  2 and rj{p + 1, Efc_i) <  2.

The modular triangle Fj. in Figure 5.2 belongs to TZk-i if V(p, S*_i) =  2. The 

triangle F 2 in Figure 5.2 belongs to TZk-i if v{p +  1) Efc_i) =  2. Because of
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the assumption on the values of r){p,Hk-\) and rj{p +  l,Efc_i), the modular 

triangles D i and D 2 are not contained in Hk-i- Therefore

R-k-i C | r  G H : \Re{r)\ < |r | <  1 j  .

Now let

Ek =  E*_i U {/} and Ilk  =  R-k-i U I  (Tlo) ■

Then

(a) any two distinct elements of E*, are inequivalent under T;

(b) all the vertices of 1Zk-i remains vertices of 7Zk, but the interior angles at 

p and p +  1 get modified and these are the only ones that are modified. 

Depending on the values of rj(p, E^-i) and p(p +  l,Efc_i), the interior 

angle at p and p + 1 is either tt or By Theorem 3.5, is 

h-convex;

(c) |E*| =  lE ,^ ! +  1.

Remark 5.1 Since E*_i might have been modified as mentioned previously, 

E* may not contain E*_i.

GO TO STEP k+1.

Case 2. r)(p, Efc_i) =  3 and rj(p +  1, Eft_i) <  2.

Prom the assumption rj(p, Efc_i) =  3 we can conclude that T, TS, T S T  € 

S f c - i .

The shaded modular triangles in Figure 5.3 are contained in 7lk-i, but 

the modular triangle denoted by F  may not belong to 7Zk-h depending on the 

value of rj(p +  1, Efc_i). Therefore

77-fc-i C | r  € IE : Re(r) < |r | < 1

To get the process going we have to consider the following different cases.
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Subcase 2.1 S -1 ~  Efc_i.

Then there exist >1; € ^ k - i  and M  e T  such that S~l =  M Ai with M  ^  I.

Consider the set

=  {AfA1)MA2,...,M A nfc_1} =  J l f - EJfc_1

and 1Z*k- i  =  M  (TZk-i) =  LLsS* A(7£o)- Since 7£fc_i is a subset of a 

fundamental domain for T and M  £ T, then IZk-i O 'R't-i = Also,

TVk_x n  I{1Z0) =  0, and S " 1 (f t0) C 7^_i-

The shaded modular triangle in Figure 5.4 belongs to 1lk_i and the mod

ular triangles denoted by D are not contained in Therefore, by h-

convexity of H l- v

K U  C | r 6 H :  i t e ( r ) < ^ , | r | > l } .

Now let Efc =  ££_! U {/} and 7Zk =  u  I  {Ho)- Then

(a) any two distinct elements of Efc are not equivalent modulo T;

(b) all the vertices of Ttk_x remains vertices of 7Zk and the new polygon has 

one more vertex, namely p +  1. Moreover, the interior angle at p gets 

modified and depending on the value of rj(p, E^_x), the interior angle at 

p is either ?r or j .  Also the interior angle at p +  1 is | . By Theorem 

3.5, 7Zk is h-convex;

(c ) l^fcl =  l^fc- i l  +  1.

GO TO STEP k+1.

Subcase 2.2 S-1 £  Efc_i and S~XT  ~  E^-i.

Then there exist Ai € Tfk-i and M s T  such that S~ lT  =  M Ai with M  I  

and Ai £ {T, TS, T S T } , because if Ai € {T ,T S ,T S T } ,  then either T  or S 2 

will be in the group T, and this is a contradiction. Let

E£_x =  {MA1,M A 2,...,M i4nfc_1} =  Af -Efc_1 and TVk_x =  M  { n k. x) .
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Note that I  £  E ^ ,  S ' 1 £  E ^  and I  & S "1.

The shaded modular triangle in Figure 5.5 is contained in 72£_1. Since 

72*_i H 72*_1 —  0) the modular triangles denoted by D are not contained in

K - v
Since I  and S ~ 1 are inequivalent to E*_i and also to E l_ : , the modular 

triangles E i and E 2 are not contained in 72*_1 ■

Since 72£_1 is h-convex and p — 1 is not an interior point, the modular 

triangles F i and F 2 are not contained in TL*k- v  

Therefore

S ^ T ^ C T l l ^  C { t 6 i :  \t  +  1| <  1 & |r| >  1}.

If E * lx =  Efc.j \  {5_1T}, then the closure of the set TZ*k*_i =  U lss*!, L{11q) 
is h-convex. If we remove a triangle which has at least one vertex not shared 

by any other triangle from a convex polygon, then the resulting polygon will 

also be convex. Therefore =  72*_i \  A;(720) has h-convex closure.

Also note that the set of vertices of 72*11 is the same as the set of vertices of 

72£_1 minus {p}. Now let

E* =  (Efc_1 \ { ^ } ) u { / , 5 - 1,S '"1r }

and

U k =  | J  L(720).

Clearly, the shaded region in Figure 5.6 is contained in 72*. The vertex 

p of 72*_i now becomes an interior point of 72*. But the vertex M _1(p) of 

72*_ i is not a vertex of 72*. Therefore all the vertices of 72*_i except M -1(p) 

together with the newly added vertex p — I forms the set of vertices of 72*. 

Then

(a) any two distinct elements of E* are not equivalent modulo T;

(b) 72* is h-convex, by Theorem 3.5;

(c) l f̂cl =  l^fc-il +  2.
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GO TO STEP k+1.

Subcase 2.3 £ -1 £  Efc_i and S-1T £  Ek-i-
In this case we have / ,  S~ 1T, and 5 _1 are inequivalent to Efc_i under T. 

Moreover, any two distinct elements of {/, S~l , S~ 1T }  are inequivalent under 

T. Let

Efc := U {/, S~l , S - 'T }  , and K k = (J L(TZ0).
L€Zk

Note that the vertex p of Tlk-i now becomes an interior point of TZk. Therefore 

the vertices of TZk are the vertices of Tlk-i together with {p — 1} minus {p}. 

Then

(a) any two distinct elements of Efc are inequivalent modulo F ;

(b) 7Zk is h-convex, by Theorem 3.5;

(c) (Efc| =  IEfc.il+ 3.

GO TO STEP k+1.

C ase 3. rj(p, Efc_i) <  2 and rj(p+ l , E fc_i) =  3.

Repeat Case 2 replacing S-1 by S  and S_1T by ST.

C ase 4. rj(p,T,k-i) = 3 and 77(p +  l,Efc_i) =  3.

Clearly {T ,T S ,T 5T ,T 5_1, S T S }  C Efc_i , i.e, the shaded modular triangles 

in Figure 5.7 are contained in TZk-i- Because of h-convexity

K k-i C {r € H : |r| <  1} .

Subcase 4.1 5 _1 ~  Efc_i.

Repeat Subcase 2.1 .
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Subcase 4.2 S  1 & Efc_i and S  ~  Efc_i.

Repeat Subcase 3.1 .

Subcase 4.3 5 _1 & E*,_i and S & E*,_i.

In this case we have I, S -1, and S' are inequivalent to E&_i under F.

Subcase 4.3.1 5 -1T ~  Efc_i.

Then there exist A; € Efc_i and M  e T such that S,-1T  =  M  • .4;. Let 

E^_j =  M  ■ Efc-i and 7Z*k _ 1 = M(TZk-i)- The shaded modular triangle in 

Figure 5.8 is contained in 'R-%_v  By Lemma 4.2 TZ^-i Fl 72*-i =  0-

The modular triangles denoted by D, in Figure 5.8, are not contained in

because Tlk-i ft T^t-i =  0-
The modular triangles Ei and E2, in Figure 5.8, are not contained in 

because I  and S~l are inequivalent to Sfc_i and also to E ^ .

Therefore

f t f c - i C { r € M : | r | > l ,  | r + l | < l }

and Tlk-i \  S~ lT(TZo) is h-convex. If we let = T,k- i  \  {Ai} and

72£Li =  Ulss-* j T(7^o), then is h-convex and 5 -1T  £  YAk_x( mod T).

If S T  ~  E£L1; then there exists A t e  E^Li and M x E T such that S T  =

Mi ■ A t. As in the previous case, if =  E^Lj \  {At} and TZl**x =

L(7Zo). then 7lk**x is h-convex. Moreover, S T  £  E ^  and | |  =  

|Efc_i| — 2 > 0. Therefore

i , s - \ s - % s , s t Z  sr_*i,

and because of the assumption on T any two pair of elements of {1 ,5 -1, S~XT, 5, ST }  

are inequivalent under T.

Let

Efc =  E H u l A R - 1, S - ' Z Z S T } ,  and 72* = ( J  L(720).
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Note that the shaded modular triangles in Figure 5.9 are contained in 7Zk- 

Also note that

(a) any two distinct elements of Efc are inequivalent under T;

(b) TZk is h-convex, by Theorem 3.5;

(c) |Efc| =  |Efc_i| +  3.

GO TO STEP k+1.

If S T  & EJLj, then I . S ^ . S ^ T .  S, S T  £  T*k*_l . and because of the 

assumption on P any two pair of elements of {I, S -1, S~XT, S, ST}  are in

equivalent under F. Let

Efc =  E^I: U { /, S'-1, S - 1T, 5, S T } and TZk = | J  L ( ll0).

Then

(a) any two distinct elements of Efc are inequivalent under T ;

(b) 7Zk is h-convex, by Theorem 3.5;

(c) |Efc| =  |Efe_i|+4.

GO TO STEP k+1.

Subcase 4.3.2 S~lT  £  Efc_i.

If S T  ~  Sfc-i, then there exists At £ Sfc_i and Mi £ T such that 

S T  = Mi • At. As in the previous case, if S^._1 =  Efc_i \  {A t} and lZ*k_i = 

Uiss* L(TZq), then 7 is h-convex. Moreover, S T  £  E ^ i  and lEjjl.J =

|Sfc_i [ — 1 >  0. Hence we have I, S'-1,5 _1T, S, S T  £  E^_x and because of 

the assumption on T, any two pair of elements of (I , S -1, S - 1T, S, ST }  are 

inequivalent modulo T. Let

Efc =  E,w u { / , S - 1l 5 - 1r , S IS r}  and 1Zk =  ( J  L(7Z0).
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Then

(a) any two distinct elements of T k are inequivalent under T ;

(b) TZk is h-convex, by Theorem 3.5;

(c) 12*1 =  12*-!! +4- 

GO TO STEP k + 1.

If S T  & 2*_i, then I, S -1, S~lT, S, S T  are inequivalent to Tk-i un

der T and because of the assumption on T, any two pair of elements of 

{/, S -1, S - 1T, S, ST }  are inequivalent under P. Let

T k = E w U  { J .S - S S - 'r .S .S r }  a n d f t fc =  U  L(TZ0).

(a) any two distinct elements of 2 * are inequivalent under F ;

(b) TZk is h-convex, by Theorem 3.5;

(c) l f̂cl =  |S*-i| +  5.

GO TO STEP k+1.

II. I  (TZo) shares C\ with A\ (TZo)-
The shaded modular triangle in Figure 5.10 is contained in TZk~i, but the 

modular triangles denoted by D are not contained in TZk-i-  Therefore, by 

h-convexity,

Since the elliptic point p is a vertex of the hyperbolic polygon TZk-i, it follows 

that r](p, Efc_i) <  3, by Theorem 3.5. There are two cases we have to consider.

Case 1 . r)(p,T,k- i )  < 2.
Let S t  =  Efc_i U {/} and TZk =  TZk- i  U I  (TZq). Then

Then
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(a) any two distinct elements of E* are inequivalent under T;

(b) 7Zk is h-convex, by Theorem 3.5;

(C) |Efc| =  Tlfc—l +  I-

GO TO STEP k+1.

C ase 2. ij(p, Efc_i) =  3.

By our assumption S_1, S~ XT, T S T  £ Tk-i and hence the shaded modular 

triangles in Figure 5.11 are contained in TZk- i-

Moreover, the modular triangle TS(TZo) shares a side TS(C) with TZk-i-

Subcase 2.1 T S  5  Efc_i.

In this case apply (I) with T S  in the place of I.

Subcase 2.2 T S  ~  Efc_i.

There exist M  £ T and Ai £ E*_i such that T S  = M  ■ A[. Let

E l_ , = M-Efc-i,  and TZ*k_x = M(TZk-i) .

Y TSince I  >*> Efc_i, then I  There are two cases we have to consider.

(i) . r i s j . ,
In this case there exist Mi £ T and A t £ T *k _ 1 such that T  = M \-A t =  

(MiM)  • A t: and as a result we get T  ~  Efc_i. Let

sr_i =  Mi • Efc_i, a n d ftr-i =  Mi {TZU).
p

Then I  >*> Y,*k*_i and I{TZ0) shares a side C with TZ*k_v  Now we can apply 

the first case (I) with E^Ij in the place of Efc_i.

( ii)  . r 5 . s u -

The shaded modular triangle in Figure 5.12 is contained in TZ*k_v  The 

modular triangles Ei, E2 and E3 are not contained in TZ*k_x, because
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71k- 1  n  7Zl_t =  0. Since I  and T  are ineqnivalent to ££_1; the modular 

triangles Di and D 2 are not contained in 7Z*k_v  Therefore

K - i  C | r  6 II : Re(r) > ~  & |r  +  1| < 1 

Let Efc := U {T } and 7lk '■= Uz,e£fc ^  C^o)- We can eas%  show that

(a) any two distinct elements of £* are inequivalent modulo T;

(b) TZk has hconvex closure interior;

(c) |S ft| =  n,k-i +  1.

GO TO STEP k+1.

III . I  {TZo) shares Co w ith  A i (7Z0)- 

This case is similar to (II).

Since the index [T(l) : T] =  // < oo the process has to terminate after 

a finite number of steps, say after the m th step. The process terminates if 

either £ m =  [T(l) : T] or every modular triangle which is adjacent to 7Zm 

is equivalent to some modular triangle in 7Zm. By Corollary 4.1 these two 

statements are equivalent.

Q.E.D

R em ark  5.2 Theorem 5.1 remains true if we replace the modular group T(l) 

by the discrete Hecke group H(X),  where A =  2cos(|). But the proof is 

messier than the one given above, because at each elliptic point of order q 

there are 2q replicas of 7Z\ attached.

E xam ple 5.1 Consider the normal subgroup T(4) o /T (l). We know that

(i) [T(l) : r(4)j =  24;

(ii) The parabolic class number o f T( 4) is 6 .

An H-convex SFD for T(4) is given in Figure 5.13.
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E xam ple 5.2 Consider the normal subgroup T(5) of F(l).  We know that

(i) [T(l) : r(5)J = 60;

(ii) The parabolic class number o /17(5) is 12.

An h-convex SFD for  F(5) is given in Figure 5.14-

E xam ple 5.3 Consider the normal subgroup 17(6) of F(l).  We know that

(i) [T(l) : r(6)] =  72;

(ii) The parabolic class number ofF(6) is 12.

An h-convex SFD for  17(6) is given in Figure 5.15.

E xam ple  5.4 Consider the normal subgroup r ( l ,  1,3) of F{1). We know that

(i) [T(l) : r ( l ,  1,3)] =  18;

(ii) The parabolic class number of F(l,  1,3) is 3.

An h-convex SFD for  17(1,1,3) is given in Figure 5.16.

E xam ple 5.5 Consider the normal subgroup T(2,0,1) o /T (l). We know that

(i) [T(l) : 17(2,0,1)] =  24;

(ii) The parabolic class number o /T (2 ,0 ,1) is 4-

An h-convex SFD for  17(2,0,1) is given in Figure 5.17.

E xam ple 5.6 Consider the normal subgroup T(l, 4,7) of 17(1). We know that

(i) [r(l) : r(l,4,7)] =  42;

(ii) The parabolic class number of 17(1,4, 7) is 7.

An h-convex SFD for  17(1,4,7) is given in Figure 5.18.

E xam ple 5.7 Consider the normal subgroup T(3,0,1) of F(l).  We know that

(i) [r(l) : r(3,0,l)] =  54;

(ii) The parabolic class number of T(3,0,1) is 9.

An h-convex SFD for  17(3,0,1) is given in Figure 5.19.
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5.2 H-convex Fundamental Domain for arbi

trary subgroups of finite index of H ( A)

The interior of the set

K x = |r  e H : 0 < R e (r) < ,̂ |r -  j  J
is a fundamental domain for H{A). It is well known that if G is a subgroup of 

H (A) of finite index such that H(X) =  G - E, and

R-g = U
MeE

then the interior of the set R g is a fundamental domain for G. For example 

if A =  (q = 5), then the shaded region in Figure 5.20 is 1ZX. Moreover, 

Figure 5.20 shows the tessellation of the upper half-plane by the fundamental 

domain of H  ■

In this section we will see the advantage of using 7lx instead of TZ\.(ln section

4.1 the use of R \  forces us to consider only normal subgroups of H {\).)  Among 

other things 7lx avoids much of the difficulty we face in using 1Z\. because it 

contains only one vertex of order q instead of two. As a result we will be 

able to show that for any subgroup G of H (A) of finite index we can choose a 

complete right coset system E =  {Ai, • • • , A^} such that the interior of the 

set

1ZG = U  A k{Ux) (5.3)
k=l

is an h-convex fundamental domain for G. In this section we will give an 

elementary algorithmic proof of the existence of a system of right cosets E C 

H{A) such that the interior of the set TZq is h-convex. We call the image of 

TZX by a transformation in H (A) a triangle. Note that the transformations 

T S \  and T S ^ 1 have finite order and their order is q. Before we state the main 

theorem we need the following fact. If H  =  (h) is a cyclic group of order m  

and K  ^  H, then there exists a smallest natural number d such that K  =  (hd) 

and H /K  =  (hK). One application of the above fact is the following lemma.
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Figure 5.20: Tesselation of H

Lemma 5.2 Let A =  2 cos for q 6 N, q >  3 and rj\ = e~* .

(a) I f  T ^  H(X) and B  6 H (A), then there is a smallest positive integer d 

with d\q and

(b) For any M  6  H{A), M  (1ZX) is adjacent only to M T  (TZX) , M S \T  (7ZX), 

and M T S f 1 (Ux).

The following lemma is very useful and easy to see. We state it without proof.

Lemma 5.3 Suppose that T ^  H(X), [H(X) :T] = p < oo, and 0 ^  S C H(X) 

with the following properties:

(i) Any two elements of S are inequivalent with respect to the group T;

(ii) TZ = Lhes A(TZx) is h-convex.
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I f  v G H is a vertex of 71 and A \ , A 2 , ■ ■ ■ , Am are the elements of S such 

that Aj(j]\) =  v for all 1 <  j  < m, then

1. for each j  =  2, • • • , m  there exists rij G N such that Aj =  A i( T S f1)^  

(reindex i f  necessary);

2. m  <  f .

T heorem  5.2 I f  G is a subgroup of H {\) and [H{\) : G] =  p < 00, then 

there exists a set S  such that

(a) H{A) =  G ■ £ ;

(b) the interior of the set 7 =  U m s S  M(IZx) is an h-convex fundamental 

domain for G.

A lgorithm ic Proof: We will construct an increasing sequence of sets,

S i  C S 2 C  S 3 C  ... C E m =  E,

where m is at most the index [H(X) : G]. At step k we adjoin at least one and 

at most q elements of H{A) to E*_i.

S T E P  1

Let Mi G G. We may always take Mi =  / ,  if we choose. Then there exists a 

smallest positive integer di such that

Now we let S , =  {A S .M d T S r ') . . . .  If d, = q, then Et

contains q elements, otherwise Ei contains at most |  elements. Therefore the 

set

n x =  |J  A{nx)
A<=£i

is a closed connected set.
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We want to show that TZ\ is h-convex. If d\ =  q, then TZ\ has no vertex 

in HI and hence it is locally h-convex. Therefore by Theorem 3.4 1Z\ is

h-convex. If d\ < q, then the only vertex of 1Zi in H is v\ — Mi(rj\) and the 

interior angle at Vi is ( ^ j  d\ which is at most ( |)  ( ^ j  =  7r. Therefore IZi 

is locally h-convex and hence by Theorem 3.4 it is h-convex.

Note that for any 0 < t < q — d\, we have

M l { T S ll)dl + t = M 1 { T S il)dl+adl + t°

' v
eG es

where t =  adi +  to with 0 < to < di — 1. Hence

M 1 (T S ^1)dl+t Z  S i, V i , 0 < t < ? - d i .

Terminate the process if either [H(X) : G\ =  [Si | or there is no B  G H (A) 

such that B(TZX) is adjacent to TZ\ and B ^  Si.(These two statements are 

equivalent by Corollary 4.1.) Otherwise GO TO STEP 2.

S T E P  2

There exists B  € H (A) such that B(1ZX) is adjacent to TZi and B §> S i. Then 

there exists A\ e  Si such that B(7ZX) is adjacent to Ai(7Zx). By Lemma 5.2, 

B  =  A iT  ox B  = A { T S il or B = A ^ T S ^ y - 1. Clearly B = A XT, because 

A iT S ^ 1 ~  Si and /4i(T5'^1)'7-1 ~  S i. That means B(7ZX) and A i(H x) share 

the common side B (1 ), where J  is the positive imaginary axis. By Lemma

5.2 there exists d2, the smallest positive integer such that

Gb m  =  ( B  ( T S ? f  B - ' )  .

First we want to show that for each 0 <  t < d2 — 1> ^ ( T S ^ y  & S i. Suppose 

that there exist 0 <  t <  d2 — 1 such that B ( T S ^ Y  ~  Si. Then there exist 

M  € G and 0 <  a < d\ — 1 such that

B { T S ^ Y  = M M 1 ( T S i1)a,
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B  =  (M M iX rS*1)0-* -4

= (M M O O rsr^M f1 m ^t s^Y 0,
' „ '> v '

€£i

where a +  q — t =  bdx +  to, 0  < t0 < dx — 1. This is a contradiction 

to B  £  Ei. Now we let S2 =  Ei U {B , B ( T S ^ ) ,  • • • , 5 (7 ,5 7 1)d2_1} and 

^ 2  =  I W 2A(7^). Then

(i) u2 =  5(t?a) ^  ui =  Mi{rjX)\

(ii) a vertex of 7£i which lies in EI is also a vertex of TZ2 with the same 

interior angle;

(iii) if d2 < q, then v2 is the only additional vertex of 7Z2 which lies in EI 

and the interior angle at vertex v2 (of 7Z2 ) is y d 2 <  tt;

(iv) if d2 =  q, then v2 is an interior point of 1Z2]

(v) 7Z2 is closed and connected.

Therefore 7Z2 is locally h-convex and connected and hence by Theorem 3.4, 

1Z2 is h-convex.

Terminate the process, if either [i?(A) : G\ =  |S 2| or there is no B  € H (A) 

such that B(Tlx) is adjacent to 1Z2 and B  % S 2. Otherwise GO TO STEP 3.

S T E P  k

There exists B  € H{A) such that B(TZX) is adjacent to TZk-i and B  Ek-i- 

Then- there exists A x G Efc_i such that B(1ZX) is adjacent to Ai(TZx). By 

Lemma 5.2, B  = A XT  or B  = A XT S ^  or B  = A i(T S j;1)q~1. As before we 

can easily show that B  = A XT. That means B(1ZX) and A X(TZX) share the 

common side B(T). By Lemma 5.2 there exists a smallest positive integer <4 

such that

g b m  = ( b (t s : i Y ' b - ' ) .
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As we saw in STEP 2, B (T S X 1)t Efc_i for any 0 <  t < dk — 1. Now we let 

E* =  E m U ^ B W ) ,  5 ( r 5 A- 1) * - 1} and ft* =  Uaee* ^ A)- 
Then

(i) every vertex of ft*_i in H is a vertex of ft*;

(ii) ft* contains one additional vertex v* =  B(r)\) in H, if <4 <  <?;

(iii) if vr G H is a vertex of ft*, for some r  =  1,2, • • • , k, and Qr is its interior 

angle, then dr < |  and 9r =  ( ^ j  dr < 7r;

(iv) IZk is closed and connected.

Therefore ft* is locally h-convex and connected and hence by Theorem 3.4 

IZk is h-convex.

Terminate the process, if either [H{A) : G] =  jEfcj or there is no B  E H{A) 

such that B{1ZX) is adjacent to ft* and B  % E*. Otherwise GO TO THE 

NEXT STEP.

The process terminates after a finite number of steps, because [H(A) : G] =  

ji < oo. Suppose the process terminates at STEP m. At the end of STEP m 

we get

Sm =  { M i, M i ( T S ^ ) ,  ■ ■ ■ ,M 1(T’S A- 1)dl- 1, . . . ,M m,M m(T 5 A- 1) , - -  - , M m(T 5 A' 1)d™-1} 

and IZm =  LLeSm ^(^-A)> which is h-convex, where either 

|Sm| = [H(X) : G[

or

5 ( f tA) is adjacent to f tm =4* B  ~  Em.

These two statements are equivalent by Corollary 4.1.

Q.E.D
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5.3 Examples

E xam ple 5.8 T(l, 1,3)

Note

• [r(l) : r(l ,  1,3)] =  18

• The set E containing the transformations I , T ,T S ~ l , ST, S~ l ,T S T , 

T S ~ lT, S, S~ lT, TS, TS~2, TS~2T S ~ \ T S ~ lTS~2, S 2T, S~2, T S T S 2T , 

T S T S ~ l ,T S 2T  is a complete right coset system of T(l) modulo T(l, 1,3);

« 71 = (LLies ^4(^°)}°i shown in Figure 5.21, is an h-convex fundamen

tal domain for 17(1,1,3).

• The rank of T(l, 1,3) is 4 and the generators of T(l, 1,3) are:

Mi =  S~2T S 2T  

M2 =  T S T S ^ S - 1 

M3 = T S T S ~ 2T S T  

M4 =  T S 2TS~2

E xam ple 5.9 T(2,0,1)

• [T(l) : T(2,0,1)] =  24

• The set E containing the transformations TS~zT S ~ l ,1 ,S ~ 2T, S~2, 

T S T S 2T , S 2T, T S~ lT S~2, S ~ %  ST, T, T S ~ \  S ~ \  TS, T ST , T S~ 2T, 

T S~ Z, T S 2T, T S T S ~ l ,T S - lT, S~z, S - 2TST , S, T S~ 2T S ~ \T S ~ 2 is a com

plete right coset system of T(l) modulo T(2,0,1);

m 7Z = {|J_4eS A(7Z°)}°, shown in Figure 5.22, is an h-convex fundamen

tal domain for T(l, 1,3).

•  The rank of T(2,0,1) is 5 and the generators of T(2,0,1) are:

M x =  S~ZT S ZT  

M2 = S~2T S T S ~ 2T
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Ms =  T S T S P T S - 'T S T

m 4 = t s 2t s 2t s ~ 1 

m 5 = t s ~ 3 t s ~ 3

Exam ple 5.10 r(l ,2,7) and T (l,4 ,7)

• [r(l) : r(l, 2,7)] =  42 =  [r(l) : r(l,4,7)]

• The set E containing the transformations I , T, T S -1, ST, S~1,T ST , 

T S ~ lT, S, S~lT, TS, T S~2, TS~2T S~ 1,T S ~ 1T S ~ 2, S 2T, S~2, T S T S 2T , 

T S T S ~ \T S 2T, TS~2T, T S~ lTS, T S - lTS~2T, S 2, S~2T, T S T S 2, T S 2TS, 

T S 2, TS~3, TS~3T S - \ T S - 2T S - 2, T S ^ T S 2̂  T S ^ T S '3, 

t s ~iT s - 2TST, s 2t s ~ \  s 3 t ,  s~ 3, s ~ 2t s t ,  T S T S 2T S ~ x,

T S T S 3T, T S T S -2, T S 2T S 2T, T S 2T S - \ T S 3T  is a complete right coset 

system of T(l) modulo T(l, m, 7) where m € {2,4}.

• 7Z = {Uass •^(’̂ °)}°) shown in Figure 5.23, is an h-convex fundamen

tal domain for T(l, 2,7) and also F(l, 4,7).

•  The rank of r(l, 2,7) and r(l, 4,7) is 8 and

(a). Generators of r ( l ,2 ,7) are:

Mi = S~e
M 2 =  S~2T  S T  S~^T S 2T  

Ms =  T S T S 2T S~ 1T S 2T S~ 1 

M4 =  T S T S 3TS~2T S T  

M 5 = T S T S ^ T S T S - 'T S T  

M 6 =  T S 2T S 3TS~2 

M 7 =  T 5 2T S_2T ST S_1 

M8 =  T S 6T

(b). Generators of T( 1,4,7) are:

N\ = S~6

N2 = S~2T S 2T S~ 1T S T
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n 3 = t s t s 2t s ~ 2t s 2t

N a = T S T S 3T S~ lT S T S ~ l

N 5 = t s t s ~ 2t s 2t s - 1

N 6 = T S 2T S 2T S~ 2T S T

n 7 =  t s 3t s 2t s ~ 2 

N 8 = T S 6T

•  We can easily show that 17(1,2,7) Pi 17(1,4,7) =  17(7,4,7)[Use the 

definition].

E xam ple 5.1117(3,0,1)

.  [r(l) : r(3 ,0,1)] = 54

•  The set E containing the transformations S 2, T S T S 2T, T S 3T S 2T, T S 3, T  

T S 2TS, T S~3,T S P T S - '^ S - 'T S ,  T S 2, T S ^ T S - 1, S ^ T ,  ST, T, T S ~ \  

S ~ \T S T ,  T S T S 2, T S~ lTS~2, S~2, S 2T, T S 2T S 2T, T S T S ~ 2, T 5 T 5 2T 5 " 1, 

T S T S 3T, T S ~ lT S 2T, TS~2TS~2, T S T S ~ \T S 2T, T S ^ T ,  S~2T, S~3, 

S~2TST , T S T S 3, S 3T, TS~2, TS~2T S ~ l , T S 3TS, T S~ 2T ,

S 2T S ~ \  S, T S - 'T S 2, S2T 5 _1T, T S T S 4T, T S T S 3T S - \

T S - 'T S ^ T S T ,  T S ^ T S - 3, TS, T S ^ T S ^ T ,  T S ^ T S ^ T , T S - 'T S P T S '1, 

S 2T S ~ lT S T ,S 2T S~2,T S 2TS~2 is a complete right coset system of T(l) 

modulo r ( 3 ,0,1);

• 1 1  = {(J^eS A(7tQ)}°, shown in Figure 5.24, is an h-convex fundamen

tal domain for T(3,0,1).

•  The rank of T(3,0,1) is 10 and the generators of T(3,0,1) are :

Mi =  S~6

M2 =  S~2T S T S ~ lT S T S ~ 2T  

Mz = T S T S 2T S - lT S T S ~ lT S T  

M 4 = T S T  S 3T  S _1T  S 2TS~2 

M 5 =  T S T S ~ 5T S

m 6 = t s 2t s 2 t s - 1t s t s ~ 1
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Mr = t s 2 t s ~ 2t s t s ~ 2t s t  

M 8 = T S 6T  

m 9 = t s ~ 3 t s - 2 t s t s ~ 2 

M w = T S ~ lT S-*T ST .

Consider the group H (y/2). It is well known ([9],[30]) that H (V 2) consists 

of the mappings of all of the following types:

(i) N (r) = a, b ,c ,d e  Z, ad -  2be =  1,

(ii) N ( t ) =  , a, 6, c, d € Z, 2ad - b c = l .

The group H (y/2) tessellates the upper half-plane as shown below.

1.4:

0.8

0.6 :

0.2

0.5 1.5-0.5

Let n € N. Define

H f{ n )  := {M  6 ff(>/2) : c =  0( mod n)}  . 

Then H ^ { n )  is a subgroup of It is well known [12] that

[H (V2) : H f{ n )
wIIp|„(l +  ?)» if (2, n) =  1 

^n Y[p\n,p̂ 2  (* +  p) ’ if 2|n.
(5.4)
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Using the above Theorem we can generate a fundamental domain for any 

congruence subgroup of the form n  € N.

Exam ple 5.12 An h-convex fundamental domain for the subgroup H ^ (9 )  is 

given by the following picture.

1.4

0.8 :

0.6 :

0.4:

0.2 :

0.2 0.4 0.6 0.8 1.2
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E xam ple 5.13 An h-convex fundamental domain for the subgroup Hq ^(10) 

is given by the following picture.

1.4

1.2

0.8

0.6

0.4:

0.2 :

1.2 1.40.2 0.4 0.6 0.8
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E xam ple 5.14 An h-convex fundamental domain for the subgroup Hq *( 13) 

is given by the following picture.

1.4

1.2

0.8 :

0 .6 :

0.4:

0.2 :

1.2 1.40.2 0.4 0.6 0.8
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5.4 Generalized Farey Sequence

The ordinary Farey sequence is constructed as follows: start with the first 

row
0 1
1 1

For the nth row, n  =  2 , 3 , 4 , 5 , we use the rule: form the n th row by copying 

the (n — l) si row in order and insert the fraction ^  between the consecutive 

fractions ^ and |  of the (n—l)st row. The first four rows of the Farey sequences 

are as shown below:

0 1
1 1
O i l  
1 2 1
0 1 1 2  1
1 3 2 3 1
0 1 1 2 1 3 2 3 1
1 4 3 5 2 5 3 4  1

It was proved by Cauchy around 1816, after the sequence was constructed by

the mineralogist Farey, that if ^ and ^ are two consecutive fractions in the nth 

row of the Farey sequence, say with |  to the left of then ad — be =  1. From 

this we can also conclude that all the fractions appearing in the Farey sequence 

are in reduced form and in each row the size of the fractions increases from left 

to right. There is also another way of constructing the Farey sequence from 

the tessellation of the upper half-plane, using 71° as shown below.

Suppose that A =  2cos j  for q =  3,4 ,5 ,... and let # = | .  We construct 

a sequence, which I call the A-Farey Sequence, as follows: Start with the first 

row having q — 1 entries:

sin# sin29 sin(q — 3)9 sin(# — 2)6
sin# sin# sin# sin# _  ^
sin2# sin3# ’ sin(g — 2)# ’ sin(g — 1)# 1 ’
sin # sin # sin # sin #

For the nth row, n=2,3,4,..., we use the rule: form the n th row by copying the

(n — l ) st row in order and inserting the following, q — 2, A-fractions between

0
1
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the consecutive fractions |  and where  ̂ is to the left of of the (n — l) st 

row

a sin # + 6  sin 2# a sin 29 +  b sin 3# osin(g — 2)9 +  6sin(g — 1)0 
 sin#  sin #_____   sin#__________
csin# +  dsin2# ’ csin2# +  dsin3# ’ csin((? — 2)# +  dsin(g — 1)# 

sin # sin # sin #

T heorem  5.3 I f  ̂  and |  are two consecutive X-Farey fractions in the n th row, 

where |  is to the left of A then ad — be =  1.

PR O O F: First let us show that the statement is true for n = l. Any two 

consecutive A-Farey fractions of the first row are of the type

sinm# sin(m +  1)# 
sin# sin#

sin(m +  1)# ’ sin(m +  2)# ’ 
sin # sin #

for m =  0 , 1 , q — 3. Since

sin(k +  1)# sin (A — 1)# =  (sin kBcosB +  sin BcoskB) (sin kBcosB — sin BcoskB)

=  sin2 kBcos2B — sin2 Bcos2kB 

=  sin2 kBcos2B — sin2 # ( l  — sin2 k&)

=  sin2 kB — sin2 #,

we have

sin2(77i +  1)# — s in m # s in (m  +  2)# sin2(m  +  1)# — (s in 2(m  +  1)# — sin2 #) _  
s in 2 # s in 2 #

Therefore the statement of the theorem is true for n = l. Assume that the

statement of the theorem is true for the (n— l ) st row. Then any two consecutive

A-Farey fractions in the nth row are of the type

a sinm# +  6sin(m + 1)# asin(m +  1)# +  bsin(m  +  2)# 
sin# ___________sin#___________

csinm# +  dsin(m + 1)# ’ csin(m +  1)# +  dsin(m +  2)# ’ 
sin # sin #
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for some 0 <  m  < q — 2 , where ^ and  ̂ is to the left of are consecutive
a sin(m +  1 ) 0  +  b sin(m +  2)9

fractions in the (n — l) st row. If := — N . ,---- , , andv '  d  csin(m + 1 ) 6  +  dsm{m  +  2 ) 0

sin 0
a sinm# +  #sin(m +  1)#

— := — :- — ----------- -V7-, then a simple computation shows that
d! csmmO  +  dsm (m  +  1)#

sin#

, „ , , . , , /s in 2(m +  1)# -  sinm#sin(m +  2)# \
a d  — be  =  {ad — be) I --------------------r~2 ĵ-------------------/  =

Therefore the statement of the theorem is true for the nth row, and the theorem 

is proved by mathematical induction.

E xam ple 5.8 For q =  3, A =  2cos ( | )  =  1 ,and 0 = the first row of the 

X-Farey sequence is

0 sin(g — 2)6 /sin# _  A _  1
1 sin(<? — l)# /sin#  1 I

Hence the first row of the X-Farey sequence is, as expected,

0 1 
1 1

I f  ^ and 2  are two consecutive X-Farey fractions in the (n — l ) rf row, where |  

is to the left of then the X-Farey fractions in the n th row which are between

4 and -  area c

b (a sin(g — 2 ) 6  + b sin (q — 1 )6 ) /  sin # a
gT (csin(g — 2)# +  dsin(g — l)# ) /s in # ’ c

or
b a + b a
d : c + d ’ c

This is in a total agreement with the original definition of the Farey sequence. 

Hence this justifies the name.

Now we want to investigate the relationship between the A-Farey sequences 

and the Hecke groups. Observe that
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- l(i) The Hecke group H{A) is generated by the transformations P\ := T S X 

and T.

(ii) If M  = (  j  of H (A), then either M  or M T  equals

SJ( “ * ) '  01 *

for some n g Z  and a, (3, 7 ,5  G R with 0 <  f  < A.

f  a b \
T heorem  5.4 le t  A =  2cos(^)? with q G N>3. Then, M  =  j J €

c d
H{ A) if and only if for some k € {0,1}, either M T k = 5" for some n  € Z or

-  and 47 dthere exist two consecutive X-Farey fractions -  and 4 and an integer n  such

that
H/TTifc __ ^ I ex 3 
M T k = S V

j  6 J

Proof: From the above observations we can assume, without loss of generality,
a b 
c ’ dthat 0 < - , 4 <  A. One can prove by mathematical induction that

( s in ( m - l) g   sinm® \

sme fm0n̂  I (as a transformation),

sin m g s in (m + l)g  J  K 1
sin 6  s in 0  /

for m  = 1,2,3,..., q. (See (1.43) on p.21).

(<£=) Suppose that ^ and f  are two A-Farey fractions and n is an integer. We 

want to show that

M  = M s H (\) .

It is enough to show that [ ^  ] € H {\). First let us show the truth
V 7  S )

of the statement when ^ and § are in the first row of the A-Farey sequence.

In this case one can easily show that there exists an integer m  such that
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I a  ^  j =  P™ e  H{A). Now assume that if 7 and |  are in the (n — l ) st
5 J

row of the A-Farey sequence, then ( ^  j € H(X). We want to show that
V 7  8 J

this is true for the nth row. Any two consecutive A-Farey fractions of the nth

row are of the type

0  .. sin# sin# _  a
asin(m  — 1)# +  bsinmd a sinm# +  6sin(m + 1)#

sin 6 sin#
csin(m — 1)# H-dsinm# ’ csinm# +  dsin(m +  1)#

sin# sin#

for some m =  1,2,3,..., q — 1 and ^ and  ̂ are two consecutive A-Farey fractions 

of the (n — l ) st row. Then by the induction hypothesis

This implies

(a  s in  m 6 + b  s in (m + l)9  o s in (m —l ) 9 + b  sin m B  \  f  n  h \
sini9 sin 8 | _  j  j p m r p

csinm 0+ <fsin(m + l)0  csin(ro—l ) 9 + d s i n m 8  /  \  J  I  ^
sin0 sin 8 /  \  C °  /

Therefore ^  ^  € H{A).

(= > ) Suppose that M  € H (A). Then by remark we made we may assume

that M  = ^  a ^ j ,  with 0 < % * < A. Since M  =  P pT P ™ 2T...TP™r

for some m i ,m 2, ...,m r_i € Z^o, mi ^  q — 1 and mr € Z, we can easily show 

that |  and 5 are two consecutive A-Farey fractions appearing in the row 

for some 1 <  k < r. Therefore this completes the theorem.

R em ark  5.3 The above theorem is equivalent to Theorem 1  o f [3].
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