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ABSTRAC T

HIGH ORDER FIN ITE D IFFE R E N C E  M ETHOD FOR 

INCOM PRESSIBLE FLOW

by Cheng Wang

D octor o f Philosophy  
Temple University, 2000

Advisor: Dr. .Jian-Guo Liu

This work is concerned about a set of com puta tional methods for incom­

pressible flow, whose behavior can be governed by Xavier-Stokes Equations (XSE). 

Finite Difference Schemes are  concentrated here. T he  efficiency of these methods 

lies in the fact th a t  only Poisson solver and  heat equation  solver are needed at 

each time stage. Xo Stokes-type equation needs to be solved and there is no cou­

pling between momentum and  kinematic equations. This  makes the whole scheme 

extremely robust. Stability and  convergence analysis are  also documented. Some 

numerical examples are presented, along with perfect accuracy check with each 

scheme. The topics in this thesis include: Gauge form ulation and the correspond­

ing implicit gauge method: Second order scheme based on vorticity formulation, 

along with the choice of vorticity boundary condition: S tability  and convergence 

analysis of Essentially C om pact Fourth Order Scheme (EC4); Com putation of

iii
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flow on niulti-connectcd domain: A fourth order numerical approxim ation to 

Boussinesq flow, which are discussed in each chapter, respectively.

IV
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1

C H A PTER  1 

IN TR O D U C TIO N

The subject of C o m p u ta tio n a l F lu id  D y n a m ics  has a ttrac ted  a lot of a t ­

tentions these years. The starting point of this subject is to design com putational 

methods to  approxim ate  Xavier-Stokes Equations (XSE). which can describe the  

motion of incompressible flow very well.

XSE has two widelv-used formulations: Velocity-Pressure Formulation and  

Vorticity-Stream function Formulation. The velocity-pressure formulation with 

no-flow, no-slip boundary  condition can be written as

r

u t -r { u - V ) u  -+- V p  =  u A u  . in Q .

(1-1) « V - u  =  0 . in Q .

u =  0  . on 8Q  .

where u  =  (u. v) is the velocity, p is the  pressure and u is the kinematic viscosity.

There  are three main difficulties in the numerical simulation of incompress­

ible flow in the  primitive formulation:

( D l )  T he  implementation of the  incompressibility constraint V - u  =  0. 

(D 2 ) There is no dynamic equation and no boundary condition for the pres­

sure p. Indeed, p is mainly a Lagrange multiplier to assure the incompressibility.

(D 3 ) T he  implementation of the  no penetration and no-slip boundary con­

dition.

To overcome the above difficulties. E and Liu proposed a new formulation. 

Gauge formulation in [ELGl]. Instead of using primitive variables of XSE. the
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gauge formulation replaces pressure by a gauge variable o  and  introduces the 

auxiliary  held a  =  u —V o. Then the  incompressibility constraint in (1.1) becomes

( 1 .2 ) A o  =  - V - a .

and  the m om entum  equation in ( 1 . 1 ) becomes 

(1-3) o( + (u-V)« +V ^3tc>- -^-Ao + pj

If we impose

— A a . 
Re

(1.4)
d t ° ~  J t e A ° =  ~ P '

we obta in  the gauge formulation of NTSE

1
af +  (u  • V ) u  =  — A a . in Q .

Re
(1.5) A d  =  — V - a . in Q .

it = a -f- V o  . in f i .

O ne of the m ain  advantages of Gauge formulation is tha t o  is a  non-physical 

variable, so we have the freedom to assign boundary  condition for 0 - Corre­

sponding  to the no-flow, no-slip boundary  condition u  =  0  on dQ. we can either 

prescribe:

1 .6 )

or

(1-7) d =  0,

a n  =  0 . d oa n  - — — . on d Q .
OT

a n  =
d o  
d n  '

a n  — 0 . on d Q .

where r  is the unit tangent vector.

Neumann gauge formulation (1.5) and (1.6) can be w ritten  in another form

1 .8 a)
a t 4- (u  - V ) u  =  A a .

Re

a  ■ n  = 0. a  ■ t  = —
d o

in Q . 

on d Q .
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3

A o  — — V  • a  . in Q .

L8b)  ̂ 9 0  n- — =  0  . on a i l .
a n

( 1 .8 ) can be easily solved by finite difference method, which will be discussed 

in detail in C h ap te r  2. For sim plicity  of presentation, we take  R e  =  1 . For 

example, if backward Euler m ethod  is used as the time d iscretiza tion  for the 

m om entum  equation, we have

a " * 1 — a n ,
(1.9)--------------------  r -------+ ( i in - V ) u n =  A a  . i n Q .

A t

Still, the  boundary  conditions for a  has to be determined to  im plem ent (1.9). 

To avoid the coupling between the  m om entum  equation and  the  b oundary  con­

ditions. we use e x p lic it  boundary  conditions for a ,  which a re  carried  out by 

vertical ex trapo lation . For the first order scheme, we can ju s t  take

d o n
( 1 . 1 0 ) a n+ I- n  =  0 . a " r l  t  —  — -— . on d Q .

OT

Xext we u pda te  QnJrl a t  time step  tn~ l by

i-i i:
A  o '11" =  — V - a n + l . in fi . 

=  0  . on d i l .an

and the  velocity t * r i + 1  is determ ined by the incompressiblity

( 1 . 1 2 ) u n + 1  = a n" 1 + V o ' !Tl

It can be seen th a t  the  m om entum  equation (1.9) is decoupled from the  kinem atic  

eciuation ( 1 . 1 1 ) due  to  the fact th a t  the  boundary conditions for a  in ( 1 . 1 0 ) are 

explicit. The resu lting  scheme is very' efficient and the co m p u ta t io n a l  cost is 

reduced to solving a  s tandard  heat and  Poisson equation.

T he main contribution  of C h ap te r  2 is to show that the  explicit boundary' 

condition for a  in (1.10) is unconditionally stable for Stokes flow. In addition .
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the main convergence theorem for Stokes equations is s tated below, which is ju s t  

Theorem  2.3.1 in C hap ter  2:

T h e o r e m  1.1  Let ( u ,o )  be a smooth solution o f Stokes equations with smooth  

initial data u ° ( x )  and let ( u ^ t . O a() be the numerical solution o f  the semi-discrete  

gauge method with explicit boundary conditions. Then we have

(1-13) | |u  — U/it ||^K(o.r;i.-) < C A f .

For the full nonlinear Navier-Stokes equations, the  time stepp ing  constraint 

is reduced to the  s tandard  C FL constraint ^  <  C . The corresponding conver­

gence theorem is s ta ted  below, which is Theorem 2.4.1 in C hap ter  2 :

T h e o re m  1.2 Let (u , <t>) be a smooth solution o f the Navier-Stokes equations with  

smooth initial data  u°(i) and let ( )  be the numerical solution o f  the gauge 

method coupled with the M A C  spatial discretizations. Assum e the CFL constraint 

A  f <  C h fo r  som e suitable constant C  which we will specify in detail later, then

we have

(1-14) jj« -  <  C ( A t  +  h~) .

There are some o ther ways to overcome the three difficulties mentioned for 

the primitive formulation (1.1). For 2D flow, the first and second difficulties can 

be eliminated in the  vorticity-stream  function formulation

f
dt^j +  V -(uu i)  = u A w  .

( F lo )  < A  w = jJ .

u -  —dyii'. v - dz v

where denotes the  vorticity and  the no-flow, no-slip boundary condition can be 

w ritten in term s of the stream  function c

(1.16) w = C t. ~ = 0 .  at each T ,.
o n
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where C, is constants at each boundary section T,. In the  simply-connected 

domain. Co can be set to be 0. It can be seen tha t the above formulation has 

the advantage th a t  it not only eliminates the pressure variable, but also the 

incompressibility is au tom atica lly  enforced. Thus it brings a lot of con%'enience 

in com putation. Yet. the m ain  difficulty in the numerical simulation of (1.15).

(1.16) is the boundary  condition:

( D 3 ( l ) )  T he im plem entation of the two boundary conditions for the  s tream  

function in (1.16).

(D 3 (2 ) )  W hen the vorticity is updated  in time (in the  m om entum  equa­

tion). there is no definite boundary  condition for vorticity.

The methodology to overcome the above difficulties is to  solve for the  s tream  

function using Dirichlet boundary  condition c  =  0  on T. and  then com pute  the 

vorticity a t the boundary from the stream function via the  kinematic relation 

and no-slip boundary condition. For example, e ither T h o m ’s form u la

can be used as vorticity boundary  condition.

In C hap ter  3. it will be shown and argued tha t  either T h o m ’s form ula or 

Wilkes’ formula, coupled w ith 2nd order centered difference scheme a t the interior 

points

give full 2 nd order accuracy for the whole scheme. Wilkes' formula gives higher 

order accuracy for the vorticity on the boundary  than T hom 's  formula by formal

or W ilk e s -P e a r so n ’s fo rm u la

(1-18) '̂i.O — 7 ^(-fC’,.i — - c ,.■>) ■

dtu] + D x (uuj) 4- Dy(i'^u') = i/Ah^' . 

* A h ’ll? =  . c  |r=  0 .

u = —D y v  . c =  D x w .

/

(1.19)
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Taylor expansion. In particular, it will be very useful for non-uniform grids. The 

main theorem  in C hapter 3 can be s ta ted  as

T h eo rem  1 .3 . Let u e €  £ ^ ([0 . 71: C * ' a ( Q ) ) .  c e. w e be the exact solution o f  the 

Navier-Stokes equations (1.15). (1.16) and u b e  the approximate solution of  

the second order scheme with Pearson- Wilkes formula, then we have 

( 1.2 0 )

||ue — Uh\\L^([Q.T},L-) + V^lk’e — || L-[[0.T].L-)
C (TT

<  C /i ' | |u e ||z:=c([o.r!,cs-“) ( l  +  11 i! (fo.7̂ .<r3)) exp (1 +  ll^e||i»:([o,Tl.c1))

which is ju s t  Theorem  3.4.1. Full 2 nd order accuracy is also dem o n stra ted  nu­

merically. O u r analysis results in almost optim al regularity  assum ption  for the 

exact solution.

The m ain  contribution of C hapter 3 is to show th a t  Wilkes' form ula  also 

has good s tab il i ty  property. In addition, this stability  a rgum ent can be  applied 

to other Iong-stencil formulas. It cannot be directly derived from stra ightforw ard  

m anipulations since more interior points are involved in the  formula. A new 

methodology is developed to establish this stability analysis. The m ain  idea is to 

control local term s by global quantities via discrete elliptic regularity for s tream  

function.

In C h ap te r  4, a  fourth o rder finite difference m ethod  based on (1.15), (1.16) 

is considered. T he scheme is essentially compact fourth  order scheme (EC4), 

which was proposed by E and Liu in [ELV2]. and can be im plem ented very 

efficiently. M otivated by the  fourth order approxim ation  to A  in 2-D

A -i- hf ri2 n -
( 1 -2 1 ) A  2 .+ o ( h * ) .

1 +  feA*
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thev discretize XSE in 2-D bv

( 1-2 2 )

, 1
where the  in term ediate  variable ZJ was in troduced as ZJ =  ( l  -F pjA /Ju;. and  the

approxim ate  nonlinear term  A f£  is given by

To com pute th e  third  term  in (1-23) near the  boundary. uD xuj + vD yu  can  be set 

to be 0 on I \  since the velocity field vanishes on the boundary. In add ition , the 

velocity u  = (—dy ip,dx ii') can be valued by using the s tan d a rd  long-stencil 4-th 

order formulas:

Similar to  the  second order case discussed in C hapter 3. the  vorticity bound­

ary condition is a  very im portan t issue. E ither B r ile y ’s fo rm u la

which gives 3rd  order accuracy for the vorticity  on the boundary, or a new higher 

order formula

which will be derived in C h ap te r  4, and  indicates 4th order accuracy for the 

vorticity on the  boundary, can be chosen as the vorticity boundary  condition.

with Briley s formula was analyzed by E an d  Liu in [ELV2]. T he  main result in 

C hap ter  4 can be s ta ted  in the  following theorem, which is Theorem  4 .3 .1:

( l . 24)

( l . 25)

(I -26)

The use of e ither  boundarv condition results  in a stable m ethod. The EC4 scheme
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T h e o r e m  1.4. Let u e € L x ([0. r ] : C ' ' ° ( n )  ) be the solution o f  the Navier-Stokes  

equations and Uh be the approximate solution of EC4- then we have

llw — t*hlk*(fo.r;.L2) 5; ^’^ l llu e ik ’c(ro.r].c7-“)
( L27) (1 +  l|we||L^(io.ri.c5))exp y ~ T\ ■

where C '  =  (1 +  | | t i e | U ~ ([o.:n.c*))2 -

Since the vorticity boundary condition (1.25) or (1.26) are long-stencil for­

mulas. we adopt the similar technique of stability analysis used in the  third 

chapter, which is to control some local terms by the  diffusion term  via discrete 

elliptic regularity, thus guarantees the  stability of both formulas. To illustrate 

the idea of both s tab ility  and consistency analysis more clearly, we choose to 

give a detailed  analysis of both formulas in a simple 1 -D Stokes model in Sec­

tion 4.2. T he  consistency analysis for Briley's formula is implemented by Strang 

type expansion; while th a t  of our new 4-th order vorticity boundary  condition is 

more straightforward, no correction term  is needed. Physical no-slip boundary 

conditions are used throughout.

In C h ap te r  5. an  application of finite difference m ethod based on vorticity 

and stream -function variables to multi-connected com puta tional dom ain is con­

sidered. As discussed above, using the  vorticity and  stream-function variables is 

an effective way to com pute  2D incompressible flow due to the fact th a t  the in­

compressibility constraint for the velocity is autom atically  satisfied, the  pressure 

variable is eliminated, and  high order schemes can be efficiently implemented. 

However, the difficulty arises in the multi-connected com putational dom ain in 

determ ining the constan ts  of the s tream  function on the boundary of "holes'". 

This is an especially difficult task for the calculation of unsteady flows, since 

these* constants  vary w ith time to reflect the total fluxes of the flow in each sub­

channels. An efficient m ethod in finite difference setting  is presented to  attack 

this task. For simplicity of presentation, the following domain is chosen:
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Figure 1.1: An exam ple of multi-connected Domain

The outer boundary  A \B \C iD \  is denoted as r 0. the  inner b o u n d a ry  A B C D 

is denoted as Ti. In more detail. A. B , C. D  have grid indices ( n .n ) ,  (n, m ). 

(m .m ) .  and  (m .n ) ,  and  B \.  C \. D\ have grid indices (0.0), (0, :V), (A\ .V). 

(.V. 0 ). respectively, n and  m  are given by n =  l.V. m  =  |.V . and  the  grid size is 

chosen as A x  = A y  =  h.

The s ta r t ing  point of the discussion in C hapter 5 is the following equivalent 

formulation of the incompressible XSE for the multi-connected d om ain  in terms 

of vorticitv-stream function formulation

( l.'2Sa) dtuj 4- (u -V )u j  = u A x  .
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(1.28b) A r  =  j/' .

(1.28c) c | r ,  =  C’[ . = 0 . at each f t .

(1.28d)
Lr, d n

for 0  <  i < k .

(1.28e) u =  —dyU . v =  dx v  .

where the derivation of the  boundary condition / r _ =  0  in (1.28d) is based

on XSE with the prim itive  variable formulation. Since th e  s tream  function is 

uniquely determ ined up  to  a  constant, the  constant a t th e  o u te r  boundary  T0  can 

be autom atically  set as 0 . i.e. C0 = 0 .

The key p a r t  is the  com puta tion  of Poisson equation (1.28b) a n d  enforce­

ment of boundary' conditions (1.28c). (1.28d). The s ta n d a rd  centered difference 

approxim ation to (1.28b) and  the use of Dirichlet boundary  condition in (1.28c) 

leads to

lr0=  0  . u  |r, = C i .

Act. the constan t C\ is no t known yet. In C hapter 5 it will be shown th a t  such 

constant has to be ob ta ined  through the boundary condition  in (1.28d).

converted into the  boundary  condition for the vorticity by local formulas, such as 

Thom 's  formula. Especially, on A D .  one boundary  section o f  r 1; T hom 's  formula

indicates

/
A hC' — . in Q .

(1.29)

As mentioned in C h a p te r  3. the no-slip boundary condition Mr =  0 can be

(1.30) — ̂ i.n— I — t  i ji

The boundary condition Jr =  0 can be implemented by finite difference

approximation. Using the  one-sided difference operator
2  h
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as the second order approxim ation to (at the boundary  section A B ) .  and

plugging into the boundary  condition (1.28d) results in

r( 0) 4 /-it) I r( 2)
(1.31) /  a,- =  -  / uJ — ~ I US.

Jr, 3 Jri 3 Jrq

T he  notation f  is introduced as

(1-32) [  f = [  fn-k.j + [  fi.m~k +  f  fm-rk.j +  [  f i .n~k•Vri Vbc- J da

where the trapezoid  rule is applied to the integration a t each boundary  sections. 

T he  substitu tion  of T hom 's  formula (1.30) into the left hand  side of (1.31). along 

with the fact th a t  ib is a  constant C\  on the boundary  T Ir gives

1 / r(1) 4 /-(1) 1 o A 2) \
, 1 3 3 )  C ‘ =  i u ( / r ,  ° ~ 3 h L  J + 3 * V ri  - ) ■

It is argued in detail in C hap ter  5 tha t  the  formula (1.33) plays the role of 

a bridge between the  constant Ci  and the boundary  condition (1.28d). Then the  

coupled system (1.29), (1.33) will be used to com pute  c  and  the  constant Ci by 

a fixed point iteration.

As can be seen, the right hand side of (1.33) depends on C\.  Thus an 

opera to r  o  can be introduced by (1.33): for any constant C . denote 0  as the 

solution of the system

( A  h U  =  •jJ  . in Q. 

v  lr0=  0  . v  |r , =  C .

and  define

1 / rA) 4 , A 1) 1 A 2 ) .
“ ■35) " (C) =  ^ ( / r ,  ‘ • ' - j H L  -  +  3 h ! L  - ) ■

Obviously, the  fixed point of o. i.e. the constant C  such th a t  <?(C) =  C .

along with <_• determ ined  by (1.34). is exactly the  solution of the  coupled system 

( 1.29). (1.33). The existence and uniqueness of the fixed poin t can be guaranteed
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by the following P roposition  s ta ting  th a t  o  is in fact a  contraction mapping, 

which is Proposition 5.2.1:

P r o p o s i t i o n  1.5 For any C\.  C> € R. we have

(1.36) \<?{CX) -  <2>(C2)| <  C ' \ C X - C - 2 i . where C* =  1 -  h .

The above proposition provides a means for solving the  system (1.29), (1.33) 

by iteration procedure: once the  A-th iteration for the constant C\  is obtained, 

solve the s tream  function using the  boundary condition then  update

the constant C[fc+l*bv (k  -F l) - th  iteration: Cl**1* =  o (C [fc)). T h e  proposition 

indicates th a t  this i te ra tion  procedure converges to  the  real solution of (1.29), 

(1.33).

In addition, the m om entum  equation and the velocity field in (1.28a), (1.28e) 

can be trea ted  by the second order finite difference m ethod  in the sam e way as in 

Chapter 3. which can be w ritten  as (1.19). The whole scheme can be implemented 

very effectively th rough the  explicit trea tm ent of tim e discretization, such as 

fourth order R unge-K u tta  time stepping, as discussed in detail in [ELVTj. T hat 

makes the whole scheme extremely effective.

Similar procedure a n d  scheme can also be applied to  the  fourth o rder method, 

the EC4 scheme, which was considered in C hapter 4. T h e  scheme (1.22)-(1.24) 

can be carried out here to  deal with multi-connected domain. Briley's formula

(1.25) is also valid here. Still, the boundary- condition f r ^  =  0 is used to 

obtain the value for C\.  Yet, the implementation is a little  different from the sec­

ond order case. The reason is tha t  the vorticity in the  interior points  has to be 

determined by a Poisson-like equation and  the boundary condition for uj, which, 

in turn, depends on the  s tream  function and C\.  by Briley's formula. To avoid 

the coupling between the  two systems, we express in terms of a  th ird  order 

derivative of c :  as can be seen, on the boundary section A D  of f , .  ^
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On the  o ther hand. 8^ can be approxim ated  by

( 1 - 3 / ) 8y ~  i.;i - [ 6t i.n-') "F C —3 10ct.n̂  -

Plugging into the boundary  condition / r ^  =  0. we arrive a t an equality sim ilar 

to (1.32)

r(0) 3 r ll) 3 /■<2) 1 r<3)
(1.38)  /  v  =  -  /  f  -  -  /  v  +  —  /  c-.

2  7ri o Vr! 1 0  ./ri

Since c  is a  constan t Ci on Ti. we have

3 /-(!) 3 r<2) l r(1.39) Ci = / c- — - — 7 / + /2|rl| 7r, o|fi| yrt 10|f11
(3)

u .rt

Again, the form ula (1.39) plays the role of a  bridge between the constant 

C\ and  the boundary  condition f Vi =  0 . O f course, the right hand side of

(1.39) depends on  CV Then we need to solve (1.39) along with the following 

Poisson-like equation

f (Aft + — D l D - ' j v  = (1 -f- — A/,)^.
(1.40) -{ V 6  1 2

[ & lr0=  0  . u  |rj =  Ci . 

which is a coupled system.

A similar procedure of ite ra tion  can be carried out in the fourth order 

m ethod. First, we define the opera to r  <p: for any constant C,  let xi) be the  

solution satisfying

1.41:
lr0=  0 - v  Iri =  C  •

and o(C') is defined by

3 /-(I) 3 /•( 2) l r( 3)
(1.42) o (C )  =  —— /  v  -  ——  /  v  +  /  ip.2|r 1 [ Jrt Oir! I 7r, 10|ri I -/r.
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The following proposition, which is Proposition o.3.1. s ta tes  th a t  o  in (1.42) 

is also a con trac tion  m apping .

P r o p o s i t i o n  1 .6  For any  two constants C\.  C>. we have

(1.43) \o{Cx) -  o ( C 2)| <  C ‘ \Ci -  C 21. where C* =  1 -  0 ( h ) .

A sim ila r  m ethod for solving the system  (1.39). (1-40) can be obta ined  by 

the itera tion  procedure: once the A>th itera tion  for th e  constant C[k  ̂ is obtained, 

solve the s t re a m  function i i using the boundary condition C jfĉ in (1.40). then 

update  the  constan t C'{fc"rl) by (k +  l ) - th  iteration: C{fc_rl) =  d (C [fc)). T he  above 

proposition guarantees th a t  this  iteration procedure converges to the real solution 

of (1.39). (1.40).

Some numerical experim ents  including an accuracy check of a forced flow, 

flow past a  cooling system , etc.. are docum ented in C h ap te r  5.

In C h a p te r  6 . a fou rth  order finite difference m e th o d  for 2-D unsteady in­

compressible Oberbeck-Boussinesq equations is considered. Boussinesq equation 

in vorticitv-stream  function formulation can be w ritten  as

(1.44)

d t9 +  ( u -V)0 — k £\9  . 

d tu; 4- (u-V)u! = R id x9 + u£\w  .

Ati -1 - w .

u  =  — d y V  . v  =  d x ii'

where k is the  heat conductiv ity  and R i  is the  Richardson number. In a simply- 

connected dom ain , the  n a tu ra l  no-flow, no-slip boundary  condition can be written 

as ( 1 . 1G) w ith  C  =  0. For the  tem pera tu re  9. e ither  the  Dirichlet boundary 

condition 9 |p =  9 where 9b is a given d is tribution  for the tem peratu re  on the 

boundary: or. the  N eum ann boundary condition =  0/ on T. where 9 f  is a 

given heat flux on the boundary , can be imposed.
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T h e  tem pera tu re  transport equation is treated  explicitly by long-stencil 

fourth o rder approxim ations to dz . dy . and  A

t •> t o » 2

(1.45) d t0 + uD x( l  -  - D 2Z)6 +  v D g{ 1 -  j D;)9  =  k ( a „  -  —  (D 3 +  D j ) ) * .

The tem p era tu re  a t  "ghost points” is evaluated by one-sided ex trapo la tion  near 

the b o u n d ary  and some information from the original PDE.

If the  Dirichlet boundary  condition for the tem perature  is imposed. 0*,o can 

be given accurately  on the  boundary. Accordingly. (1.45) shall be updated  at 

interior points. T hus only one "ghost point" value 0 , . _ 1 needs to be obtained. 

Local Taylor expansion near the boundary along with some inform ation from the 

PDE. gives us

(i.4G) # , , - i  =  — — YT^1,2 +  I T 0'-3 ~  •

The detailed  derivation can be found in C hapter 6 .

A s im ilar derivation can be carried out to obtain  the "ghost point" values 

for 6 if the  Neum ann boundary condition for the tem pera tu re  is imposed. In 

this case. (1.45) is u p d a ted  a t every com putational point. This  in tu rn  requires 

tha t we determ ine two "ghost point" values 0, _[ and 0,,_> to  carry  out (1.45). 

The sam e stra tegy  of one-sided approximations is applied. T h e  approximated 

evaluation for and  Oi o can be w ritten  as

(1.47) 0 , ._ l =  0U  -  2h 6 f  -  y  ( ^ 0 / t  -  ^ ’, 0 ^ ( 1  -  j D l ) 0 i ,„ -  0f x x )  .

(1.45) &t.-2 =  01,2 — 4 h 0 j  —  ( ~ ^ / t  — 1 — — D 2)0,.o — Ofxx) ■

The detailed  derivation is also given in C hapter 6 .

T he  m om entum  equation in (1.43) can be treated  as the  sam e way as the 

EC4 scheme discussed in C hapter 4. T he  only difference is the  gravity term
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Ridx6. which can be trea ted  by the  following approxim ation

(1 +  ^ A ) 3 X =  D x( l  + ^ D ; ~  ^ D l ) + 0 { h * )

( L49 )  "  h-’ ~  h ^ ~
= D x + - D I D;J - - D I D 2z + 0 { h * ) .

The whole scheme coupled with explicit R unge-K utta  tim e stepping gives a  

very efficient fourth order m ethod for Boussinesq equations. Its efficiency can be 

seen in th a t  only two s tandard  Poisson-like equations are required to  be solved a t  

each R unge-K utta  tim e stage in the  com putation. An example of th e  Loren flow 

is presented, in which the full accuracy can be seen. The numerical simulation o f  

a strong shear flow induced by a  tem perature  jum p , is resolved by two perfectly 

matching resolutions.
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C H A P T E R  2

C O NVERG ENC E A N D  ANALYSIS OF 
G AUG E M ETH O D

2.1 Introduction and R eview

We s ta r t  w ith  the homogeneous, incompressible Xavier-Stokes equations 

(XSE) with no-slip boundary' condition:

where u  = (u. v) is the velocity, p  is the pressure and Re  is the  Reynolds number.

A new formulation, G auge formulation was proposed by E and Liu in [ELGl]. 

Instead of using primitive variables of XSE. the gauge m ethod  replaces pressure 

by a gauge variable 6  and introduces the auxiliary  field a  =  u  — V o. T hen  the 

incompressibility constraint in (2 . 1 . 1 ) becomes

u t +  ( u - V ) u  +  V p  -- — A u  . in f> .
He

< V - u  =  0 . in Q .

u  =  0  . on dQ .

( 2 . 1 . 2 ) A o  =  — V - a .

and the m om entum  equation in (2 . 1 . 1 ) becomes

Re J Re

If we impose

(2.1.4) d to  -  — A o  =  — p .
Rc
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we obta in  the  gauge formulation of XSE

(2.1.5)

a t +  (u  • V )u  =  - ^ - A a . in Q . 
Re

A 6  =  — V  a  . in Q .

u  =  a  +  V o  . in Q .

One of the  m ain  advantages of gauge formulation is th a t  o  is a non-physical 

variable, so we have the  freedom to assign boundary condition for 6 . As pointed 

out in [ELG l]. corresponding to the no-slip boundary condition u  =  0  on dQ.  we 

can either prescribe:

(2.1.6) —— =  0 . a - n  =  0 . a -T  =  . on dQ .
o n  o t

or

do
(2.1.7) 6  =  0 .  a - n  = ——— . a r  = 0 . on dQ..

o n

where t  is the unit tangent vector. The system (2.1.5). (2.1.6) is called Neumann 

gauge form ulation and (2.1.5). (2.1.7) is called Dirichlet gauge formulation. In 

this chapter, we will concentrate  on the Neumann formulation, while we will give 

a brief description of the analysis with respect to the Dirichlet formulation.

T he  idea of gauge formulation has a long history. For example. Oseledets 

first used an impulse variable to reformulate Euler equations as in a Hamiltonian 

system in |OY]: Buttke first used an impulse variable as a com puta tional method 

in [BT]: Maddocks and  Pego used an impulse variable to formulate an uncon­

strained Ham iltonian for th e  Euler equation in [MP]: In [ELG3]. E and  Liu found 

that the  velocity impulse formulation of Buttke [BT] is marginally ill-posed for 

the inviscid flow and  they presented numerical evidence of this instability. In 

IRS], Russo and  Smereka studied the connection of different impulse/gauge for­

mulations. especially the stretching effects.
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We can write the  Neumann gauge formulation (2.1.5) and (2.1.6) in another

form

a t + (u  ■ V ) u  = - ^ - A a . in Q .
[2 . 1 .8 a) < e Qo

a  - n  =  0 . a - r  =  ——— . on o i l .
OT

(2 . 1 .8 b)
A o  =  - V  - a . in Q .

| ^  =  0  , on OQ .
I d n

W ith this new formulation at hand, we can easily solve (2.1.8) by finite 

difference [ELGl], finite element [ELG2], or o ther kinds of numerical techniques. 

We only consider finite difference here. In this chapter, we are mainly concerned 

with the case wherever the Reynolds num ber is of 0 (1 ) .  which requires us to treat 

the diffusion term  implicitly. For simplicity in this presentation, we take Re =  1. 

For example, if backward Euler m ethod is used as our time discretization for the 

momentum equation, we have

(2.1.9)  —— -— —— b ( u n ■ V ) u n =  A a ' 1* 1 . in Q .
A t

It is evident th a t  the  implementation of (2.1.9) requires tha t the boundary con­

ditions for a  be determined. To avoid the coupling between the  momentum 

equation and the boundary' conditions, we use e x p lic it  boundary conditions for 

a .  which are carried out by vertical extrapolation. For the first order scheme, we 

can just take

(2 . 1 . 1 0 ) a ' l+ l -n  =  0 . a n* 1 r = — . on d Q .
OT

Next wo update a t  time s tep  tn~x by

A<pn+l = - V - a " * 1 . in Q .
2 . 1 . 1 1 ) < Q6 n+X

d n
=  0  . on dQ .
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and the  velocity u "  1 is determ ined by the incompressiblity 

( 2 . 1. 12 ) u " - 1 =  a " * 1 +  V o " " 1

We shall emphasize th a t  the  m om entum  equation (2.1.9) is decoupled from the 

kinematic equation (2 . 1 . 1 1 ) due to the fact tha t th e  boundary  conditions for a  in

(2.1.10) are explicit. T he  resulting scheme is very efficient and the com puta tional 

cost is reduced to solving a s tandard  heat and Poisson equation. As reported  in 

[ELGl]. full accuracy was obtained with this explicit boundary conditions.

2 .1 .1  S ta b ility  o f  th e  E x p lic it  B o u n d a r y  C o n d itio n  

One of the main concerns in the com puta tions  is the  stability of the  scheme. 

The m ain  observation of this chap ter is th a t  the  explicit boundary conditions

(2 . 1 . 1 0 ) are unconditionally  stable for Stokes equations, where nonlinear terms 

are neglected. Using the  m ethod m entioned above, we can write our scheme as:

[2.1.13)
a

A  t 

n-r 1

=  A  a n-r 1
111 o

n  =  0 . a n-r I d o "
dr-

on d Q .

then, we ob ta in  o " + 1  via (2 . 1 .1 1 ). finally, the velocity is given by (2 . 1 . 1 2 ).

For the  convenience of our analysis below, we introduce u "  =  a " ' * ' 1 +  V o", 

the system  (2.1.13). (2.1.11). (2.1.12) can be reform ulated as:

+  A V o "  =  A ti"  . in Q .
(2.1.14a)

u" — u"
A t  

u n =  0 . on d Q .

(2.1.14b)

u n + i -  u n + V ( d n -  <?>n+ l) =  0 .

V  u " + 1  =  0 . 
d {o n - o n^ x\ 

d n
= n u

in Q .

n + 1  =  0  .

in Q .

on d Q .

This form ulation is similar to the pressure increment formulation of the  second 

order projection m ethod  in [BCG], [VKJ]. So we can apply similar techniques 

used in [ELPl] to analyze the  stability of the system  (2.1.14).
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T he  basic technique used here is ju s t  s tan d a rd  energy estim ate . As can be

seen, if we take the  inner product of th e  equation in (2.1.14a) w ith  2 u " .  and use

the boundary  conditions for u "  in (2.1.14a). we have

| |u " | | 2 -  | | u " | | 2 +  | |u "  -  u " | | 2 +  2 A t | |V u " i | 2

(2.1.15) r r
= - 2 A t /  u n - V A o n clx = 2 A t  /  ( V - u n) A o n d x  =  I .

Jn  J r>

Taking the divergence of the first equation in (2.1.14b). we get

(2.1.16) V -u "  =  A(e>" — ) .

Plugging back in to  the last term in th e  right hand  side of (2.1.15), we have

/  =  - 2 A t  f  A ( 6 n+l -  o ” )A <2>n d x  
J n

C2-1-17) = -A<(||Apn+1|r2 -  ll^oBH2) + Af||A(o"+l -  0 " ) | | 2

=  -A « ( | |A d » * > |l 2 -  l |A o " | |2) +  A£|| V - u " | | 2  ,

where in the last s tep we used (2.1.16) again. We note th a t  | |V - u " | |  can be 

controlled by the  diffusion term  | |V u " | | .  T he  com bination of (2.1.15) and  (2.1.17) 

results in

( > i | | u " | | 2  -  | |u " | | 2 +  | |u "  -  u " | | 2 +  A f ||  V u " | | 2

+Af( | |A<z>"+ l | | 2 ~  | | A o n| | 2) <  0 .

Xext. we need to do energy e s t im a te  of the first equation in (2.1.14b). As 

can be seen, the incompressibility of u n+l together with the boundary  condition 

u n~ l n  =  0  on dCl for the normal com ponent of u " * 1. can guaran tee  th a t  u " + 1  

is orthogonal to the  gradient of o n — d " ^ 1. i.e.

(2.1.19)  f  u " + l -V (o "  -  o n+' ) d x  =  0.
JQ

If we take the inner product of the first equation in (2.1.14b) with 2 u n + l. we have

(2 . 1 .2 0 ) | |u " + 1 | | 2 -  | |u " | | 2  +  Hu" * 1 -  u " | | 2 = 0 .
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Finally, the com bination of (2.1.18) and (2.1.20) results in

(2.1.21) ||tzn"rl || 2  -  | |u n ] | 2 +  A f ] |V u " i | 2 A f ( | |A o n ^ l ] | 2  -  ||A<x>n]|2) < 0 .

Then the  proof is completed, to wit. th a t  the gauge method with explicit bound­

ary conditions (2.1.10) is unconditionally  stable for Stokes equations. The anal­

ysis in this chapter follows the philosophy used above.

R e m a r k  2 . 1 . 1  The above argum ents  can also be applied in regard  to the gauge 

m ethod  using the Dirichlet formulation. The only difference is th a t  the boundary 

condition for the gauge variable analogous to (2.1.14b) will be o n — o n+x =  

T - u n~ l =  0. Since u n + 1  is divergence-free. (2.1.19) is still valid, which in tu rn  

yields (2.1.20). (2.1.15)-(2.1.18) are the same. Finally. (2.1.21) still holds. In 

o ther words, the gauge method w ith  explicit boundary  conditions (2 . 1 . 1 0 ), either 

in the Neumann or Dirichlet formulation, is unconditionally s tab le  for Stokes 

equations.

2 .1 .2  C o n n ec tio n  b e tw e en  P r o je c t io n  M e th o d  and G a u g e  M e th o d

T he  gauge m ethod shares m any similarities with the projection m ethod 

[ELGl]. The analysis of projection method has been thoroughly studied in 

[SI. S 2 . E L P l.  \VB]. We will ad o p t analyses and techniques similar to those 

used in [ELPl]. One of the main differences between the gauge m ethod  and  the 

projection method is th a t  the gauge method is a direct discretization of partial 

differential equations (2.1.5), while the projection method is a fractional splitting 

of the Xavier-Stokes equations w ith some artificial numerical boundary' condi­

tions. Consequently, the  projection m ethod results in a singular pe rtu rba tion  of 

the original PDE and numerical boundary  layers [OI2. ELPl]. This  subtle fact is 

reflected in our analysis of the numerical method by the fact th a t  the  consistency 

analysis of the gauge m ethod is much easier than  th a t  of the projection method,
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with regular expansions of the numerical scheme, and no numerical boundary 

layers are included. One of the o ther advantages of the gauge m ethod  is th a t  it 

overcomes some difficulties in the numerical com puta tions of the incompressible 

flow, such as the approxim ate  projection in the projection methods [ABS] and 

the pressure boundary conditions [GS]. Extension of the gauge m ethod  to the 

3D case is also straightforward.

We will use backward Euler m ethod  as our first order time discretization. 

Crank-Xicholson m ethod as our second order time discretization, and MAC grids 

as our spatia l discretization. Since our analysis in the  following chapters  is close 

to that of the projection method, we adopt similar notations as in [ELPl].

Backward E u ler

The backward Euler time discretization of (2.1.8) with explicit boundary 

conditions for a  can be w ritten  as

2.2 Tim e and Space D iscretizations

2 .2 .1  T im e  D isc r e tiz a tio n

-  ^  +  (tt" -V )u n =  A a n ' 1 . i n Q .
( 2 .2 . 1 )

a i-

and

A o n - 1 =  -  V -a " +1 . i n Q .

and the velocity is given by

(2.2.3)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



24

CraTik- Nicholson

We can also discretize (2.1.8) using second order Crank-Xicholson m ethod, 

with explicit boundary  conditions for a

(2.2.4)

a n+ 1 _  a n
1

a

A t

1 -n  =  0 .

+  (u n . S7)un~~- = A - [ a n -r a in Q

a n+1 - t  =  —( 2 ^ — -  ^ ——). on <9Q .
d r  d r

where the term ( u n+? - V ) t t n ' i' 2  is defined as %(un - V ) u n — ^ { u n~l ■ V ) i t ”-1 . On 

the boundary-, a  is de term ined  by the  second order one-sided ex trapo la tion  of o 

in the previous tim e steps, which is called the Crank-Xicholson m ethod . d) r I + 1  at 

tim e t'lJrl is still de term ined  by a  via (2 .2 .2 ). and the velocity can be calculated  

by (2.2.3).

R e m a r k  2 .2 .1  As can be seen, if the im p lic it  boundary  conditions for the 

auxiliary field a  in the m om entum  equation is adopted, for example, if th e  implicit 

boundary  conditions for a  is im posed when we solve a  by backward E uler time- 

discretization

(2.2.5)

a n~ l — a n
A t

a n+l n  =  0 ,

4- ( u n - V ) u n - A  a  . in Q .

d o n~l_ n-r I _  _a  • t  =  —
d r  '

on d Q .

coupled with the kinem atic  equation

( 2 .2 .6 )
A  (i>n+l =  - V a " " l 
d o n+l

in Q

d n
=  0  . on dQ  .

( 2 .2 .: u n+ =  a  -I- V o n — I

then  by (2.2.3). the  relation am ong the  velocity u .  the auxiliary field a  and  the
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gauge variable o. (2.2.5)-('2.2.7) can be rew ritten as

(2.2.S)

1£n~r 1   7#n
---------------- +  { u n - V ) u n +  V p " * 1 =  A u " * 1

A t

V - u " ^ 1 =  0  . in f i .

in Q .

u " * 1 =  0 .  on dQ .

where

(2.2.9)
A t

+  A  o'

which becomes the  s tan d a rd  backward Euler discretization of the Xavier-Stokes 

equations. The convergence of this  scheme is straightforward. However, to im­

plement the implicit bo u n d a ry  conditions in (2.2.5). one has to i te ra te  the system 

between (2.2.5) and (2.2.6), which is very costly. Extensive com puta tional evi­

dence shows th a t  this i te ra tion  is not necessary, and accuracy is still maintained 

with the explicit boundary  conditions for a  in (2.2.1). O ur analysis will give a 

theoretical insight into this.

2 .2 .2  D ir ic h le t  F orm u lation

If we prescribe the  Dirichlet boundary  condition (2.1.7) of o. the  correspond­

ing first order scheme analogous to (2.2.1 )-(2.2.3) becomes

A t
( 2 . 2 . 10 )

a n+l- n  =  — -r— . a " * 1- r  =  0  . on <90 .
d n

A o n 1 = —V - a n~l . in Q .
(2 .2 . 1 1 )

( 2 . 2 . 12 )
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It is only necessary to  solve three Poisson-like equations with Dirichlet boundary 

conditions. This gives some advantage in the iterative m ethods for the linear sys­

tem generated by the finite element method [ELG2]. Similarly, the corresponding 

second order method using the Crank-Nicholson tim e discretization becomes

„n-f-1 „n  io  — O’ , . i

(2.2.13) A t
+  ( u " ^ - V ) u n~  =  A - ( a n+l +  a n).  i n Q .

. d o n d o n 1
a n+1- n  =  —2 — i  ----- . t  =  0 . on dQ

a n  a n

along with (2 .2 .1 1 ). which gives us o n* 1 at the tim e step t n~l . and (2 .2 . 1 2 ), which 

updates the velocity u n+1.

We will show la ter th a t  this Dirichlet gauge m ethod with explicit boundary 

conditions is still stable. Yet, since the  lack of the normal com patibility  on the 

boundary, there are some problems in the expansions of the numerical scheme. 

We can only get y / A t  order error estimate. However, it is hoped th a t  this is only 

a theoretical difficulty, which will not influence practical com putations.

2 .2 .3  S p a ce  D isc r e tiz a tio n  

We will concentrate on the s ituation when Q =  [— 1. 1] x [0. 2tt] with periodic 

boundary conditions in the y direction and no-slip boundary conditions in the 

x direction: u (x .O . t )  =  u ( x ,  2tt, t). u (  — 1. y. t) = u ( l .  y . t )  =  0. d Q  is used to 

denote the part of the boundary  a t x  = ± 1 . It is assumed th a t  A x  = A y  = h. 

The analysis of the spatia l discretization with s tan d a rd  grids is quite difficult. In 

this chapter, we only consider the MAC staggered grids for spatial discretization. 

Here the gauge variable 0  (also the pressure p ) is evaluated at the points ( i . j ) ,  

the gauge variable a (also the u velocity) is evaluated a t  the points (z ±  1 / 2 . j ) ,  

and the gauge variable b (also the v velocity) is evaluated a t  the points (z. j ± 1 / 2 ). 

The discrete divergence of a  (also u  and u) is com puted  at the points {i. j):

/ r r  -i* _  a i + l / 2 , j  -  a < - l  /2, j  , + 1/2 ~  &,.j  -  1 r>(V 4  a ) , j --------------------------- + -------------------   .
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O ther differential opera to rs  are defined as: (For brevity, we ju s t  write ou t the 

definition of these opera to rs  on a .  o. where the same definition can  be applied 

to u .  u  and  p)

, A . a i+ 3 /2 , j  ~~ ‘- a t + l / 2 , j  +  g i - 1 / 2 . j  G t - l / 2 . j - l  ~  ' -g i - 1 / 2 . j  +  a t + i / 2, j - i
^ --------------------------------   p ---------- •

/ A , x &i +  l , j  +  l / 2  — 2 b i , j  +  l / 2  +  ^ i - l . j - 1 / 2  ^ r . j - r 3 /2  — ' - ^ i . j - r l / 2  +  6 , <J_ l / 2(A » 6 ) t J T l / 2  =  --------------------- - --------------------- - -------------------— ------------------- .

H  x . _  ® i + l . J  -  0 * 0  / . X  _  O I J  +  i -  O i j
^-------  • (Py )i.j —1/2 — -------- ^-------- •

G l . J  +  l / 2  =  ^ ( G i  +  1 / 2 . J  +  G l — 1 / 2 . J  +  G l + l / 2 . J - l  +  G t - l / 2 . J + l )  r

^1+1/2 ,j =  ^ ( f r i + l j - r l / ?  +  ^1+ I . j  — 1/2 +  &t . j - r l / 2  +  ^ i . J - l / 2 ) •

tz- / x a i ~ 3 /2 . j  ~  Gt - l / 2 . j  , _  G i — 1/2.J+1 ~  G i + l / 2 . j - lA f t ( u . a ) 1 + i /2j =  Ul + 1/2.j-------- ^ ------ —  +  C,+ [/2 . j ------ — — ^ ----- — —  •

K f  /.X ^ i + l . j  +  1 / 2  — I . j - r  1 / 2  , 6 i j + 3 / 2  ~  6 t . J - l / 2
-V /x fU .  O j , . j ^ - l / 2  — U - i J + l / 2 ------------------^ -------------------  +  t ' i . j + 1 / 2 ---------------^ --------------  •

Clearly the  truncation  errors of these approxim ations are of second order. The 

first m om entum  equation  (for a) is im plem ented at right arrow po in ts , the  second 

m om entum  equation is implemented a t upper arrow points, a n d  the  (discrete) 

Pois.son equation for 6  is implemented a t  do t points.

The boundary condition u =  0 is imposed at the vertical physical boundary  

r„ . whereas v =  0  is imposed by t’o,j+i / 2  +  O . j - 1 / 2  =  0- Similarly, the  boundary  

condition c =  0  is im posed a t  the horizontal physical boundary Ty. where u — 0  

is imposed by uI+i/2 .o +  iq_!/2,i =  0. Consequently, the b o u n d a ry  condition 

a =  0 . b =  —dyo  at the  left vertical boundary  is implemented by

i i x  n  I,  , i ^ l . j  +  l ~  0 \ , j  P o . j  +  i “  <2>0.j
(2.2.1-4) a — 0 .  6 i j + i / 2 +  (>o.j+i / 2  — -------------^ -------------------------- ^ ----------- •

Similar boundary  conditions for a  are imposed at the o ther th ree  boundaries.

One of the main advantage of the MAC grids is th a t  the sp a tia l  d iscretization 

of (2.2.2) and (2.2.3).

=  - V A-o n + 1  . u n^ ‘ =  a " ^ 1 +  V/,0 " ' 1 .
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gives an exact projection

o " + 1  =  u 71̂ 1 — V flo n~ l . V h - u n~ l =  0 .

and tlie N eum ann boundary  condition

d o nJr{
d n

=  0 . on dQ .

gives the boundary  condition for the normal component of u .

n u n~ l =  0 . on d  Q .

Therefore we can rewrite the full discrete scheme analogous to (2.2.1)-(2.2.3) in 

the following form which will be used in the  convergence and error analysis:

+ M h( u n. u n) = A/,0 ^ 1 . i n Q .
(2.2.15a)

a n+l — o '
A t

a n - i - l  __
=  . on d  Q .

(2.2.15b)

in Q

=  0 .

n u =  0 .

in Q .

on d 'Q .

2.3 Spatially Continuous Case for Stokes

Equations

We have already shown th e  unconditional s tability  of the  gauge m e th o d  with 

explicit boundary  conditions in the  introduction. Now our theorem of convergence 

for Stokes equations is stated.

T h e o r e m  2 .3 .1  Let (it. d) be a smooth solution of  Stokes equations with smooth 

initial data u ° ( x )  and let (ixa*. be the numerical solution o f  the semi-discrete

ijauge method with explicit boundary conditions (2.1.10)-(2.1.13). Then  we have

(2-3.1) \u  ~  u &t\\L^(0.T.L2) ^  C A t  .
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2 9

The convergence proof follows the s tandard  s tra tegy  of consistency and sta­

bility estimates. We have already proven the stability  of the scheme in the  intro­

duction. In the  consistency part, we first make a transform ation of the  numerical 

scheme. Instead of directly com paring the numerical solutions with the  exact 

solutions, we com pare them  with the  ones constructed from the exact field. 6. 

T he  constructed fields satisfy exactly the  boundary conditions in the numerical 

scheme. The advantage of this approach  is tha t  no error term appears  in the 

boundary  conditions. This simplifies the  energy estim ates used in the s tability  

pa rt  of the proof.

For simplicity, we ju s t  do first order expansions in the spatially continuous 

case. In the fully discrete case, second order expansions are required to establish 

the  a priori estim ates needed in the  convergence proof.

2 .3 .1  T ru n ca tio n  E rror  a n d  C o n s is te n c y  A n a ly s is

We follow the strategy of S trang  [STR] in constructing a high order expan­

sion from the exact solutions to satisfy the numerical scheme up to high order. 

This will enable us to give a  sharper a priori  estimate.

By introducing the new variable u "  =  a " + 1  4- V o " .  we obtained (2.1.14), an 

equivalent reformulation of the scheme (2.1.13). (2.1.11). (2.1.12).

Let u e{ x . t )  and pe( x , t )  be the  exact solutions of Stokes Equations, i.e.
r

dtu e +  V p e =  A u e . in Q .

(2-3.2) V - u e = 0 .  i n Q .

iie =  0 , on dQ  .

and let oe(x .  t) be a solution of the following heat equation with Neumann bound- 

arv  condition

(2.3.3)
dt0 e =  A o e — Pe ■ in Q . 

=  0  . on dQ .d 6 e
. d n
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where the  initial d a ta  o e{ x - 0) is chosen from the following Poisson equation

(2.3.4)
A d e(x .  0) =  pe(x .  0 ) +  Ci . in f>. 
d o e(x .  0 )

d n
=  0 . on dQ .

where Ci is a constant such th a t  Ci =  — f Q pe{x.  0 ) d x  to m aintain the  consistency 

that follows from the N eum ann boundary  condition. Obviously, if we introduce 

a,, =  u e — V o e. then ( a e, o e) is an exact solution of Stokes equations in gauge 

formulation.

Next, we let u t be a  solution of Stokes equations with the prescribed bound­

ary conditions and initial d a ta

(2.3.5)

d tu i  +  Vpi =  A u i  . in f>. 

V - U i  =  0  . in f>. 

u  i =  d ,V d e . on dQ .

U i ( i .  0 ) =  0  .

By the construction of <2>e(^ - 0), we have

(2.3.0) dto e(x .  0) =  A<pe(x. 0) — pe{x.  0 ) =  Ci . on dQ .

which implies th a t  <9£V o e(x ,0 )  =  0 on the boundary, so we can choose Ui(x.O) 

0 as in (2.3.5).

Consequently, we let

(2-3.7) U\ =  u i  -I- dta e

and construct approxim ate  profiles

2.3.8) i ' '  = u e + A t u \ . U =■ u e + A t u y . <f> =  o e
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L e m m a  2.3.1  We have

U ' n -  U n

(2.3.9a) A  t

U ' n =  0 . on dQ .

+ A V $ n = A C mn-h A t f n . i n Q .

(2.3.9b)

U n+l -  U ' n +  V(<f>" -  =  A t 2g n .

V -L’n+l =  0  . in Q . 
d ( $ n -  <£n + l)

in Q

d n

(2.3.9c)

=  n - L ’n ~ l = 0 . on dQ .

U° =  u°  . in Q .

where f n . g n are some  bounded functions.

Proof. S ubstitu ting  (2.3.8) into the equation  (2.3.9a) and by direct calcu­

lations. we obtain

U mn -  U n
A t

+  A V $ "  -  A U

2.3.10) =  til — Ui +  A V cy  — A  u e — A t A i i i  

= (dLa e — A a e) — A t A i i i  

=  —A t A u i  — O ( A t ) . in Q .

In the last step we used the  fact tha t  (u e. a e) is the exact solution of Stokes 

equations in gauge formulation, i.e.

(2.3.11) dta e — A a e = 0 . in Q .

By the construction of Ui an d  the boundary  condition for u , .  we have

(2.3.12)

which shows that

u "  =  it"  4- dta ” =  dtu "  =  0 . on dQ

(2.3.13) U ' n =  0 . on dQ  .
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For the equation in (2.3.9b). by direct calculations and  Taylor expansions 

of L~ and $  w.r.t. time t. we have

_  f i n  +  _  cj>n _ r i )

=  t i "  4- A tdtu'l  4- A t u f  4- 0 ( A t 2)

(2.3.14) - u n _  a tu?  -  A td tV o ?  4 - 0 ( A t 2)

=  A  td ta*  +  A  £(u" — u " ) 4 - 0 ( A t 2)

= 0 ( A t 2) . i n Q .

Since bo th  u e and u i  a re  divergence free, we obtain

(2.3.15) V-C /’n + 1  = 0 .  i n Q .

and by the construction of o u r  U  and <£. we have

(2.3.16)
d n

= n - U n + l =  0 .  on dQ  .

Then we complete the consistency analysis of the first order gauge method with 

explicit boundary  conditions. Lemma 2.3.1 is proven.

2 .3 .2  P r o o f  o f  T h e o r e m  2 .3 .1

We define the error functions

12.3. F e n = Un -  u n , e n = U ' n - u " .  qn = 4>n -  on .

In Section 2 . 1 . by making a transform ation , we got (2.1.14). which is an equivalent 

formulation of (2.1.13), (2.1.11), (2.1.12). S ub trac ting  (2.3.9) from (2.1.14), we 

get the equations for the error functions:

=  A e n -  V A q n +  A t f n . i n Q .

on d Q .
(2.3.18a)

e  ‘ -  e'
A t  

e n =  0 .

[2.3.18b)

- e n + V ( q n - q n+l ) = A t  g n . in Q

V -e n+1 =  0 .
d(qn -  qn+l)

d n
=  e

in Q .

'“■'•n  =  0 . on d Q .
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(2.3.18c) e° =  0 . i n Q .

It can be seen th a t  the system (2.3.18) is very similar to (2.1.14). except for 

the local t runca tion  error term s A t f n. A t2g n . So most of the energy estimate 

techniques we used in Section 2.1 can be carried out here similarly. The estimates 

corresponding to the  local error term s can be given by the Cauchy inequality. YVe 

will omit some of the  details in the  following analysis.

Taking the inner product of (2.3.18a) with 2e" and by the fact tha t  e n

vanishes on the  boundary, we have

l|c n | | 2  — ||e n | | 2  +  ||e" -  e n | | 2  4- 2A f | |V e n | | 2

(2.3.19) „ r
< A f 3  | | / n | | 2  +  A t  | |e n | | 2  -  2 A t  /  e "  V A qn d x  .

J q

Taking the inner product of the first equation in (2.3.18b) with 2en+l and 

using a similar a rgum ent as in Section 2 . 1 . i.e.. that e " ~ l is orthogonal to the

gradient of qn — we arrive a t

(2.3.20) He^ 1 ! ! 2  -  ||en | | 2 4- | | e " - ‘ -  e " | | 2 <  A f | |c n - ! | | 2 +  A P | | g " | | 2 .

Combining (2.3.19) and (2.3.20). we get

(2.3.21)

lie"*11| 2 -  lie"|]2 +  | |e ” — e n | | 2 +  He""1 -  e n || 2 4- 2A«|| V e " | |2 

<  C  A / (He"|| 2 +  H e"-1!!2) +  A f 3( | | / n| | 2 +  | |g " | |2) -  2 A t f a e n - V A q n d x .

Similar to the analysis in (2.1.17). the estim ate  of the last term  in (2.3.21) is
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determined by in tegration by parts  and then using the first equation in  (2.3.18b).

/  =  —2A t  [  e n - V A q n d x  
Jn

= 2 A t  f  (V - e n)A q n d x  
Jo.

=  - 2 A t f  A ( q n' 1 -  qn) A q n d x  -  2 A t 3 [  {S7-gn) A q n d x  
Jn  Jn

(2.3.22) = - A ( ( i | A « " + , | | 2 - | |A < 7 " | | - ) 3 - A ( | |A (<; " - 1 -  , " ) | | 2

- 2 A ( 3  [  (V -g rl)A q rl d x  
Jn  

=  -  A t ( | |A g " + , | | 2 -  H A ^ i l 2) +  A t | |V - e n | ( 2  +  A t 5\\gn \\2 

+ 2 A t 3 f  (V -e n) (V -y n ) d x  -  2 A t 3  f  ( V - g n) A q n d x .
Jn  Jn

It is given by (2.3.22) th a t

(., .j I  <  - A i ( | |A 9"+ '|l2 -  l|A?"||2) +  A f | |V e " | | 2  +  A f 2 [ |Ag " | | 2

+ 2 A t 4 | |V - g " | | 2  +  A ( 2 | |V e “ | | 2  +  A C |! g " | |2 .

Going back to (2.3.21), we obta in

(2.3.24)

-  | |e " | | 2  +  A ( | |V e ’' | | 2  +  A ( ( | |A ? " - l | | 2 - | | A (/" ! |2) 

< C A t  ( | | e " | | 2 +  | |e "+ 1| | 2) +  A i2||A , " | | 2 +  C A (:l( | | r | |2 +  | |g " | | 2 +  A ( | |g " | | 2 , ) .

Applying th e  discrete Grownwall lemma to the  last inequality, we a rrive  a t  the 

following result

(2.3.25) | |en || +  A t l / 2  i iV en|| +  A t l/2 HAc/^H <  C A t .

Thus the p roof of T heorem  2.3.1 is finished.
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2.4 Spatially D iscrete Case for the Full 

Navier-Stokes Equations

T h e o re m  2 .4 .1  Let  (u . o ) be a sm ooth  so lu tio n  o f  the N avier-S tokes  equations

(2 .1 .1 )  with sm o o th  in itia l da ta  u ° { x )  a n d  let  ( Uh• Oh.) be the num erical so lu tio n  o f  

the gauge m e thod  (2 .2 .15) coupled with the M A C  spatial discretizations. A s s u m e  

the C FL constra in t  A t  <  C h  f o r  som e suitable  constant C  which we will specify  

in detail later, then  we have

(2.4.1) | | t i  — U h U t *  < C ( A t  +  h 2).

S o m e  N o ta t io n s

For a  = ( a .b ) . c  = (c , d ) , u  =  (u . v). we define the following discrete inner 

products  on the  MAC grids:

(2.4.2)
. V - l  .V .V V

(a.  c) =  5Z 5Z a i + l / 2 j C i + l / 2 j  +  h~ bt,j 1 />dt,j /•> .
1=1 J =  I £=l J = l

. V - l  .V .V V

( i t .  V / , o )  =  h  E E  Ui + l/2 j(O i~ l.j  — 01.j )  +
£ =  1 J= 1  f = I  J=  1
. V - l  ,V .V V

(M ^ 'l t .o )  — h ^  1/2J ut—1/2,j )Oi.j +  h  ^  ( Ct I 1 /•> Vi J _ i / 2 ) 0 i , j  ?
£=1 J = l 1=1 J=1

and discrete norm s

(2.4.3) | |u || =  ( u , u ) 1/2. Hulloc =  m a x lu . j l  .
‘j

Next we s ta te  some prelim inary lem m as excerpted from [ELP3] which are 

needed in the proof of the theorem.
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L e m m a  2 .4 .1  We have the following

(i) Inverse inequality:

(2.4.4)

(ii) Poincare inequality: suppose f  |x=- i  =  0. then

[2.4.5)

(iii) Suppose n  u  |x=±i =  0. then we have

(2.4.6) ( u , V h o )  =  - ( V f t -u .o ) .

(iv) Suppose u  |x=i i  =  0, then we have

(2.4.7) 2 ( u ^ hu)  < - \ \ V hu \ \ 2 -  \ \Vh -u\

(v) Suppose a  |x- ± i =  0 and c - n  \x=^\  =  0- then we have

(2.4.8)

L e m m a  2 .4 .2  Let (u . p ) be a solution o f  the Navier-Stokes equations with smooth 

initial data u ° ( x ) .  Let (uq,Po) be a solution of  the following system:

(2.4.9)

d t u 0 +  V hp 0 +  f f h { u Q. u 0 ) =  AftUo . i n Q .

V /,-u 0  =  0  . in Q . 

u 0 =  0  , at x  =  ±  1 . 

u 0(-. 0 ) =  i i ° ( - ) . in f>.

Then (u 0 . o ()) is smooth in the sense that its discrete derivatives are bounded. 

Moreover, we have

(2.4.10) |u  —  U o | | t o c  +  \\p — <  C h '

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



37

R e m a r k  2 .4 .1  Let 0 o be the  solution of the following discrete heat equation:

(2.4.11)

and a0 is denoted as

(2.4.12)

d t o 0 -  A/,0o + Po =  0 .  in Q . 

^ 2 = 0 . a t x =  ± 1 .
OX

<Po(-,0 ) =  O0(-) . i n Q .

a 0 = u°  -  V/,o° .

Then the solution (u o. 0 o) o f  the decoupled system (2.4.9). (2.4.11) is sm ooth  in 

the sense th a t  its discrete derivatives are bounded and

(2.4.13)

where ( u . o )  is the solution of Navier-Stokes equations in the gauge formulation 

with initial d a ta  u°.

L e m m a  2 .4 .3  Let (u .p )  be a solution o f  the linear system o f  ODE

dtu  +  V„p +  jV/,(tt0 r t t )  +  Sfh(u .  u Q) — A/,U 4- f  . in .

V /j-u  =  0  . in f>. 

u  = g . a t  r  =  ± l .  

u (- . 0 ) = ,u 0( - ) ; in Q .

where, f .  g.  and  Uq are smooth  and satisfy some compatibility conditions. Then 

(u . p ) is smooth in the sense that its divided differences o f  various orders are

bounded.

(2.4.14)

R e m a r k  2 .4 .2  Once again, let 6  be the solution of the discrete heat equation

(2.4.15)
d t<t> — A/,© + p = 0 . 
dd>

in Q.

, d n
=  0 . on d  f i .
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T hen  the solution (u .  d>) of the decoupled system  (2.4.14). (2.4.15) is also smooth 

in the  sense th a t  its divided differences of various orders are bounded.

2 .4 .1  C o n s is te n c y  A n a ly s is  o f  S p a tia l D is c r e t iz a t io n  w ith  M A C  grid

As pointed o u t  in Section 2.2. the numerical scheme can be w ritten  in the 

form of (2.2.15) for the  convenience of our analysis. Similar to the  spatially 

continuous case, if we introduce un =  onrl -r V f ,o n. (2.2.15) is equivalent to:

-F Afh (un. u n) + A/,Vfton = A hu n . in f> ,  

a t  x =  ± 1  .
(2.4.16a)

/  nf u
S .t

u,n =  0 .

(2.4.16b)

u n - r  I - u "  +  V h { o n - o " +1) = 0 .

^ in D .

=  n u n 1 =  0  .

V h -un+l = 0. 
d { o n + l  — o n )

d n
at

in Q .

x  - dbl .

We note tha t (2.4.16) is almost a  discrete version of (2.1.14). except for the 

appearance  of J\Fh{un, u n). a  nonlinear term.

Let u q { x . t).  O o ( x .  t )  be solutions of the  decoupled system (2.4.10). (2.4.12). 

which are guaranteed by Lemma 2.4.2 and R em ark  2.4.1 to be sm ooth in the 

sense tha t  the divided differences of various orders are  bounded.

Next. we denote  U \ ( x , t )  as the  solution of the  following system

dtUi +  V hpi +  Afh iUo.U^  +  jVhiUy.Uo)

=  A hUi +  d t ^ h d o  -  k d f  a 0  • in f>.

V/j-ti! =  0 . in Q. .

u i U = ± i =  d t ^ h O o U = - i . 

w ith suitable initial d a ta  for Ui, and  let 0 \ { x . t )  be the solution of the following 

discrete heat equation

dt4>\ -  A hQi +  Pi =  0 . in Q .

^ 1  =  0 . o n d ' Q .  
o n

12.4.17a)

(2.4.17b)
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with suitable initia l d a ta  for cq. VVe know from Lemma 2.4.3 and Remark 2.4.2 

tha t  (2.4.17) has a  sm ooth solution.

Let u 2( x .  t) be the  solution of the (spatially) discrete Stokes equations with 

the prescribed boundary  condition and some suitable initial d a ta

dtUo +  V/,po =  A /,u 2  . in Q .

V h-tt 2 =  0  . in Q .(2.4.18)

|x=± i=  U d t2 V hOo _  dtu i + 9 t V ho i) | x = ± 1

Subsequently, we let

(2.4.19) 

and

(2.4.20)

Ul =  U[ +  dtao

Ho = uo +  -^9t~a0 +  dtu i  — dtVhOi

Sow  we construct
x

U ' n =  U q  4 -  AfU[ +  A t  2U-y .

(2.4.21) =  tto +  A t u i  +  A f  2u 2 .

—  O q +  A t O i  .

and substi tu te  them  into (2.4.16). Similar to the  com puta tions and argum ents in 

the spatially  continuous case an d  doing Taylor expansions of u* and V ho  w.r.t. 

time t. we ob ta in

(2.4.22a)

A t
+  X h(Un , U71) +  =  A hUn +  A t 2f n . in n  .

( '•"  = 0 . a t  x - ± l .

2.4.22b)

L;n+i _  f j .n  +  v A(<&" -  <&"+ l ) =  A t3g n .

V/, ■Un~irl =  0  . in Q . 
d<t>n+l

in Q

d n
= n - U 71̂  -  0 . a t  x  =  ± 1  .

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



40

where / "  and g n  are bounded and smooth if ( u 0 . O q )  is sufficiently sm ooth. It 

can be seen th a t  the  only difference between (2.4.22) and (2.4.16) is the  higher 

order truncations error te rm s A t 2f n . A t 3g n .

It is obvious tha t

(2.4.23) m a x \ \ U n (-)\\Wi.~ < C * .
0  < tn < T

Under the compatible condition

(2.4.24) dtV ho 0(x.O) = 0 .  o n d 'O .

we can choose

(2.4.25) U i ( x . 0 ) = 0 .

Then we have a  second order approxim ate  initial da ta

(2.4.26) U ° (x )  = t iO(*,0) +  A / V ( i ) .

where kju is a bounded function.

2 .4 .2  C o n v erg en ce  P r o o f

Assume a priori tha t

(2.4.27) max [|t*n ||vv-i.=c < C  .o<tn<T 1 11 —

In the following estimate, the  constan t will sometimes depend on C  and C.  YVe

define

(2.4.28) e n = Un - u n . e n = U',n -  u n . qn = -  o n .

The following system of error equations is obtained  by (2.4.22) and (2.4.16) 

(2.4.29a)

+ X h{en. U n) + N h{ u n. e n) + V hA hqn =  ± he n +  A t ' f n . in Q .Ie n -  e n

A I

e n =  0 . at x  =  ± 1  .
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(2.4.29b)

(2.4.29c)

e nJrl -  e"  +  V K(qn -  qn~ v) =  A r V  .

=  0  . in Q .

^ - 2 = n . e " = ' = 0 . a t r  =  ± l .  
o n

e° =  A t 2  to 0  . in Q .

in Q

The system (2.4.29) is similar to  the  system of the  error equations for the  

spatially continuous Stokes equations. (2.3.18). At the  first glance. (2.4.29) is 

almost a discrete version o f  (2.3.18). T hen  most of the  techniques used in Section 

2.3 can be applied here. Moreover, there  are also some differences: the  appearance 

of nonlinear error term s A ft(en . U n) and  A//,(it". e n). and  the  local trunca tion  error 

terms appearing in (2.4.29) are  of higher order than those of (2.3.18). We make 

higher order expansions in the  spatially  discrete case so th a t  we can establish the  

U ' 1-50 estim ate for the numerical u n . This  estim ate  is needed for nonlinear error 

terms so th a t  part (v) of Lem m a 2.4.1 can be applied. By making higher order 

expansions as we did in the  consistency analysis part, the  only th ing  we need to 

do is to apply the a priori estim ate (2.4.27).

Taking the inner p roduct of the  equation  in (2.4.29a) with 2e". we obtain

||g«||2 -  | |e " | | 2  +  | |e"  -  e " | | 2 -  2A t  <e". A ,e">

(2.4.30) <  A t 5| | / " | | 2  +  A t  | | e " | | 2  — 2 A t ( e n . jVh(en. i ' n ))

- 2 A t ( e n .M h ( u n . e " ) )  -  2 A t (e" . V hA tlqn) .

By Lemma 2.4.1. parts  (iv) and  (v), and  the  a priori estim ate  (2.4.27). we get

(2.4.31)

!|e"||'2 - | i ei'’"'! - +  ||e" -  e " | | 2 4 - A t  HV^e"!!2 +  A t  | |V fc- e " | |2

< At'"’| j / " | | 2 +  C A t ( | | e " | | 2 +  | | e " | |2) +  ^A f | |V Ae " | | 2 -  2A f (e" .  V hA hqn) . 

Once again, as can be seen, to use L em m a 2.4 .l(v). we must have an a priori 

estim ate (2.4.27). This requires us to do  second order expansions in the  spatially 

discrete case.
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By the triangle inequality for the discrete  L 1 norm 

(2.4.32) | |g» || < 1| g » _ c n || +  ||e'*l!.

we have

4  3 3  lie" ! ! 2 -  lle " | | 2 +  i l |2 B -  e " | | 2  -f- A t  | |V fce R | | 2  +  A t  | |V *-c " | | 2

<  A f 5 | | / l 2  +  C A * | |e " | | 2 +  ±A* | |V /,cn t| 2 -  2A t  ( e \  V hA hqn) .

Taking the inner product of the  first equation  in (2.4.29b) with 2 e n_M and 

apply ing  Lemma 2.4.1 (iii) yields

(2.4.34) l|e " ~ l | | 2 — ||e n | | 2  +  | |c n+l -  e " | | 2  <  A t  | |e R + , | | 2 +  A * 5 | |g " | | 2 .

Com bining (2.4.33) and (2.4.34). we get

(2.4.35)

He"*1!!2 -  ||e" ||2 +  |l |e"  -  e " ||2 +  ||e"+l -  e " ||2 +  ^Af|| V „ e" ||2 +  A t \ \ V h - e n \ \ 2 

< A C d i r  II2 +  M 2) + c  A f ( | | e " ! | 2  +  I l e x ' l l 2) -  2 A t (e". V *A hqn) .

Estim ating  the last term  in (2.4.35) is s im ilar to (2.3.22)

I  = - 2 A t { e \ V hA hqn) 

= 2 A t ( V h -en. A hqn) 

=  - 2 A t ( A h(qn+l - q n) . A hqn) -  2 A f ,<V„ g n. A hqn)

(2.4.36) =  - A t ( | | A /l^ + l | | 2 - | | A , i9" | | 2) +  A f | |A / l ( ^ 1 - 9 n ) | | 2

- 2 A t * ( V fl-gn, A hqn)

=  -A«( | |A fc9"+ l | |2 -  l l - W | | 2) +  A«||Vfc-gB|l2 + AC | |» " | |2

+ 2 A l4(V r e nT r J ") -  2 A t4( V h-gn. A hqn) .

Then (2.4.36) gives us

4  I < - A f ( | |A * ? “ + 1 | | 2  -  HA*?"!!*) +  A f | |V * -e ” |l 2  +  A C j |A „ , " | [ 2

+ 2 A ! 6||V»-9 " | | 2  +  A f 2| | V „ e " | | 2  +  A / 7 ||9 "|| - .
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Going back to (2.4.35). we obtain

(2.4.3S)

lie"*1 II2 -  ||e"||2 + i||V&e"||2 + A f d l A ^ H 2 -  ll-WMI2)
< C A f( | |e ' l [|2 +  | |e "+ l | | 2) +  A f2| |A fc* " | |2 +  C A f 5( | | / " | | 2 +  | |y » | |2 +  A t W g ^ )

Grownwall Lemma gives

(2.4.39) | |e " || +  A « ||V ac" | |  +  A ^ /2 | |A h<?" | |+  <  C \ A r \

By the inverse inequality (2.4.4) we have

A t 2
(2.4.40) ||e"|Uoc +  / i | |e " | |H-,.» +  A f l/2|| A ^ I U -  <  C, —  .h

Under the CFL constrain t

(2.4.41) A t < y ^ A x .

where C\ only depends on the exact solution ( u 0. o 0) and the a priori constant 

C  for the estim ate of |[ti” j[w'i *= in (2.4.27). we have

(2-4.42) | |e "+ 1 |U» <  | | e " ^ l | k — < 1 .

Therefore in (2.4.27) we can choose

(2.4.43) C  =  1 +  max ||L'n (-)llir«.» .

such tha t  C  depends only on the  exact solution (uo-Oo)- This gives

(2.4.44) | | t *0 -  tffcHi* <  C A t .

By Lemma 2.4.2. we have

(2.4.46) i|t* -  u A||Lcc <  C ( A f  +  h 2) .

This completes the proof of Theorem 2.4.1.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



44

2.5 Analysis and Error Estim ate o f the 

Dirichlet Gauge Formulation

Finally we look a t  the  gauge m ethod  with Dirichlet boundary  condition for 

o. For simplicity, we will concentrate  on the spatially continuous case for Stokes 

equations:
(  „ n - r  1 _  „ n

=  A a n+1 . i n Q .  

d o n
(2-5.1)

and

(2.5.2)

(2.5.3)

a"Tl -  a ” 
A t

_n + l „  _a  -n  — —
d n

a n~ l t  = 0  . on d n  .

A o n+l =  —V - a ” * 1 . in Q .

o n+l =  0  . on d n  .

u n + i  _  a n + i  +  v < ?

Xext we state our theorem for Dirichlet gauge formulation:

T h e o r e m  2.5.1 Let (tt.<£>) be a smooth solution o f  Stokes equation (2.2.1) with 

smooth initial data u ° ( x )  and let {u & f  d>At) be the numerical solution for  the 

semi-discrete gauge method with Dirichlet boundary condition f o r  the gauge vari­

able (2.5.1 )-(2.5.3). Then we have

(2.5.4)

T he  analysis carried out in Section 2.2 can be applied to th is  formulation 

similarly. First we make a  transform ation. If we introduce u n =  a n~ l + V o ” . 

(2.5. l)-( 2.5.3) can also be reformulated as

-f- A V o "  =  A u "  . in n  .
u ” — u ”

(2.5.5a) A t

u ” =  0  . on d n  .
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u n r l -  u n +  V ( o n -  o n~l ) =  0 . in Q .

(2.5.5b) V - u " ' f' l = 0 .  in Q .

( o n — o n* 1) =  0 . on dQ .

Note th a t  (2.5.5) is the  sam e as (2.1.14) except for the boundary condition for o.

We will repeat the  procedure in Section 2.2: let u e(x .  t ) .p e(x .  t) be the exact 

solution of the Stokes Equations

(2.5.6a)

d tu e -f- . in f>.

in Q .

u e = 0 , on d Q .

and  let o e(x .  t ) be a  solution of the  following heat equation with Dirichlet bound-

a rv  condition

(2 .5.6b)
dt4>e = A o e -  Pe . in Q .

Oe =  0 . on d Q .

However, there is some trouble when we try  to  construct U\ in the expansion 

of the numerical scheme. As can be seen. (2.3.5) does not necessarily have a 

solution in the Dirichlet gauge formulation. Since (9*Voe is not orthogonal to the 

normal vector a t the boundary, this leads to the  incompatibility o f  the boundary 

condition for U\.  Vet, to  continue our analysis, we can still construct an arb itrary  

field U| such tha t

(2.5.7) u i  =  dt^Oe  • on dQ .

We still adopt th e  notation in 2.3: let tii =  Ui +  d ta,',. and construct

(2.5.8) C ’ = u e + A t u i , U = u e + A t u i . <f> =  o f.

It must be mentioned here tha t  U  is not di%rergence free up to an order O ( A t )

(2.5.9) V - 6 ' =  A f / i ,  where /i =  V - u  i .
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This fact will reduce a  \ /  A t  factor in our estim ate  as we can see la ter. Using 

similar argum ents  as in Lem m a 2.3.1. we have the following system analogous to

(2.3.9)
(  T~'n — T'n

A V 3 > n =  A U * n +  A t / "  . in f t .  

on d Q .
(2.5.10a) A t  

U ' n =  0 .

(2.5.10b)

C/n+ 1  _  ( j ,n +  V(<£n -  t f " * 1) =  A t  V  . in ft . 

V - 6 ' nTl =  A t h n^ 1 . in f t .

<|>n _  ^ " + 1  =  0  . on dQ .

U° = u °  + A t w °  . in ft . 

where / " .  g n. h n'rI and  tu 0  are some bounded functions.

L’sing the same no ta tio n  as in (2.3.17)

(2.5.11) e n = U n -  u n . e n =  L " n -  u n . qn = -  o n .

and sub trac ting  (2.5.10) from (2.5.5). we get the system of error equations:

=  A e "  -  V A  qTl +  A  t f n . in ft .
'  e n — e n

(2.5.12a)

(2.5.12b)

A t

e n =  0 . on dQ .

jfirl _  S"- e "  r V  (qn — qn^ 1) - A t  2g n . in ft .

V -en+l =  A t / i ”+ l . in f t .

qn — qn+l =  0 . on dQ  . 

e° =  A t w °  , in ft .

We will continue to  do energy e s tim ates  as in Section 2.2. Applying the 

same procedure, taking the inner p roduc t of the first equation of (2.5.12a) with

2 e" we get: 

(2.5.13)
l e i  2 -  ||e n| |2 +  ||e” -  e " ||2 +  2A f | |V e " | |2

<  A t 3  | | / n | | 2 +  C A t  ||e " ||2 -  2 A t f  e n V A qn d x
Jn
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Taking the inner product of the  equation of ( 2 .5 .1 2 b )  with 2 e n ~ 1 yields

| e n  +  t | | 2 _ | | g n | | 2  +  | , c „ + l _ g n , , 2

(2.5.14) ,
<  A f | |e " T l | | 2 +  A f 3 | |gn i| 2 - 2  l e n~l -S7{qn - q n" l ) d x .

Next, we estim ate  the last te rm  of the right hand side, which is caused by the 

fact th a t  L'n is not divergence-free:

A = - 2 [  e n + l-V(g" - q n~ x) d x  =  2 [ ( V - e n~ l )(qn - q n+l ) d x  
J n  J n

(2.5.15) =  2 A t  r  h n+l^qn _  qn+l) d x
J n

< C A t 2\\hn+l\\2 + C l \\qn - q n- l Wi .

Since qn — qIl~ l =  0 on the  boundary, by the Poincare inequality, we have

\\qn - q n+l \\2 < C 2 ||V(<7" - < 7 " ' l )U2 

(2-5.16) < C 2 | | ( e n - 1 - c n) +  A « V | | 2

<  §C2 | |e n + 1  - e r i | | 2 4 - C A ^ ! | ^ ! i 2 .

Since we can always ad just C\  such tha t CiC> < (2.5.14)-(2.5.16) gives

| |e n+l | | 2 — | |e " | | 2 +  ^ | |e n + 1  — e n || 2
( 2 . 0 . 1 / )

<  A i | | e n + I | | 2 +  C A ^ I I / i " * 1 ! ! 2 +  A f 3 | | s n | | 2 .

The estim ates in (2.3.22). (2.3.23) are still valid here. Finally we obtain

i |en+ l| |2 -  ||e" ||2 +  |A f | |  V e n | |2 +  A ^ I A ^ 1 |l2 -  l|A?'‘| |2)

(2.5.18) < C A i  ( | |e n | | 2 +  | |e "+ l | |2) +  A f 2 ||A<7 n | | 2

+ C A / 2 |!fc“ + 1 | | 2 +  C A C d i r i p  +  ||9"IP + A/llg"!!2, , ).

Applying the discrete Grownwall lemma to the last inequality, we arrive at

(2.5.19) |jen || +  A t 112 | |V e n || +  A t U2 || A gB|| <  c J K t .

where only the x /A t error estim ate  for the velocity field is available. Theorem

2.5.1 is now proven.
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C H A P T E R  3 

ANALYSIS OF SEC O N D O RD ER SCHEM E

3.1 Prelim inary

The 2-D Xavier-Stokes equations in vorticity-stream function form ulation

re;ad:

dtui -+- V  • (iiuj) = v A u . 

Axb = uj .

u =  —dytb . v = dx v

with the no-slip boundary condition w ritten  in terms of the s tream  function xb:

(3.1.2) ib =  0. | ^ = 0 .
o n

Here u  =  (u. r) denotes the velocity field, u; denotes the vorticity.

Many finite difference schemes, e.g.. [QL], [ELVl]. [ELV2], have been pro­

posed to solve (3.1.1). (3.1.2) numerically. T he  main difficulty and confusion of 

straightforward discretizations of (3.1.1) and  (3.1.2) includes two points: there 

are two boundary conditions for s tream  function in (3.1.2). while on the  o the r  

hand when we time march vorticity in the  dynam ic equation, there is no definite 

boundary  condition for vorticity (see [QL]). T he  methodology we employ to  over­

come this difficulty is to solve for the s tream  function using Dirichlet b o undary  

condition r  =  0  on f .  and then com pute  the  vorticity a t the boundary  from the 

s tream  function via the kinematic relation and  no-slip boundary  condition.
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T he subjec t of vorticity boundary condition has a  long history, going back 

to Thorn's formula in 1933. See [THOM]. [Oil]. [QLj. [ELVl]. Recently, an 

efficient explicit tim e stepp ing  was proposed by E and  Liu in [ELVl], which is 

very su itab le  for unsteady flow a t high Reynolds num ber.

The convergence analysis of this subject has a t t ra c te d  considerable a t ten ­

tions recently. For example, the 2nd order scheme w ith  Thom 's  form ula on the 

boundary  was analyzed by W etton and Hou in [H\V]. It was always very con­

fusing th a t  T hom 's  formula still achieves full 2nd o rder accuracy even the  formal 

Taylor expansion of it only indicates 1 st order accuracy of the vorticity  on the 

boundary. T he ir  analysis resorts to S trang  type high order expansions, which 

are quite complicated. A technical assum ption of one-sided physical, one-sided 

periodic boundary  condition was imposed.

In th is  chapter, we perform a simple, clean analysis of the second order 

scheme with Wilkes7 formula for the vorticity on the  boundary. As we can see. 

both  centered difference, which is used a t  interior points, and the b o undary  con­

dition for vorticity give us 2nd order accuracy. This fact is reflected in our paper 

th a t  our consistency analysis is more straightforw ard, no S trang type  expansion 

is needed. Vet. people are always doubtfu l about its stability, since it involves 

more interior points than  T h o m 7s formula. In fact, d irect calculations and  s tan­

dard  local estim ates cannot work it out as we can see later. We overcome this 

difficulty, which comes from the  boundary  term, by adopting  a new technique: 

applying Cauchy inequality to  bound local terms by some global te rm s, then  ap­

plying discrete elliptic regularity  to control the global te rm s by the diffusion term, 

which therefore guarantees the  s tability  of Wilkes' formula. The com bination of 

the consistency and stab ility  leads to the  convergence of the scheme, as we can 

see in our main theorem. T he  physical no-slip boundary  condition on both  sides 

is imposed in our analysis.
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In Section 3.2 we describe our second order scheme for 2-D XSE with a 

jO. 1] x [0. 1] box for the  dom ain . T hen , in Section 3.3. we give the detailed 

stability analysis of W ilkes’ formula in the  case of linear Stokes equations. In 

Section 3.4. we show the  convergence o f  the second order scheme with Wilkes’ 

formula. In Section 3.5. we give the numerical accuracy check for both  T hom 's  

formula and Wilkes' formula.

3.2 D escription of the Second Order Scheme

We look at Xavier-Stokes equations in 2-D when no-slip boundary condition 

is imposed on both  sides. For simplicity o f presentation, we take the com putation  

domain as Q = [0 . 1 ] x [0. 1] w ith  grid size A x  =  A y = h.  The no-slip boundary 

conditions are  imposed a t  { y  =  0 . 1 } an d  {x =  0 . 1 }. denoted by r r and  

respectively. The associated numerical grids will be denoted by {x, =  i /N.y -j  = 

j / X .  i . j  =  0. 1. - • •. .V}. A t these  grid points . XSE can be discretized by s tandard  

centered difference formulas:

dtuj -I- D x {uu ) + D y (v^ )  =  £/Ahwj .

(3.2.1) < A  hip =  u ) , v  | r = 0 .

u  =  — D y \ b  . c  =  D x v  .

where D r . D ,, are the centered difference operators

(3->->) D  u = U'+l j  ~  D u  =  HLAr.Lr.

and A/, is the  s tandard  5-poin t Laplacian A^ = D l  + D>. where

n  > n 2„ — ~  +  / - ) 2  _  ~  - u t.j + “i.j-i
U x U '-J —  •  U y U '-l  —  f t 2

As we pointed out in the  in troduction , there are two boundary  conditions for 

f .  The Dirichlet boundary  condition u  — 0 on f  was implemented to solve the
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stream function via the vorticity as in (3.2.1). Vet the normal boundary  condition. 

^  =  0. cannot be enforced directly. The way to overcome this difficulty is to 

convert it into the boundary  condition for the vorticity. As we can see. by the  

fact tha t l' l r =  0 . we have th e  approxim ation for the vorticity on the boundary

(say on f x. j  =  0 )

( ■ 1 ,v _  r»2,;. _  1 l .................. \ _  -*-5.1 -  t'l.l — t-7z.-l(•J---4) “‘'I.O   0   (t ’̂i.l ' yŷ

where ( — 1 ) refers to  the '"ghost” grid point outside of the com puta tional domain. 

If we take =  0. which implies that c - i  =  t ' i .  as a second order normal

boundary condition for (d y i p ) i ,o =  0, we arrive a t  T h o m ’s form u la

2 rj . i(3.2.5) ẑ.O — h 2

We should mention here th a t  by formal Taylor expansion. T hom 's  formula is 

only first order accurate  for jj on the boundary. More sophisticated consistency 

analysis can guarantee the scheme is indeed 2 nd order accurate, which was first 

proved in [HWJ.

The vorticity on the  boundary' can also be determ ined by o ther approxim a­

tions of For example, if we use a 3rd order one-sided approxim ation for the 

normal boundary condition (c?yt/>)t,o =  0

(.3.2.6) (dj,f),.o = --------------^ ------- =-----=  0 .  wt, - i  =  3t*,.i -  - c ’,,2,

and plug back into the difference vorticity formula ujlt0 = ^ r ( f , , i  + v , . - i )  as in

(3.2.4). we have W ilk e s -P e a r so n ’s form u la

(3.2. <) ^ - , 0  =  — 9 ^ 1.2 ) •

See [PT] for more details. This formula gives us 2nd order accuracy for the 

vorticitv on the  boundarv.
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The scheme (3.2.1). a long  with the vorticity b o u n d a ry  condition we men­

tioned above, e ither (3.2.5) or (3.2.7). can be im plem ented very efficiently via ex­

plicit trea tm en t of the  diffusion term  and 4th  order R u n g e-K u tta  time-stepping.

3.3 Stability o f  W ilkes’ Formula for Stokes

Equations

One of the  main concerns in the com putations o f  Xavier-Stokes equations 

are numerical stabilities. For simplicity, we only consider Stokes equations in this 

section, where nonlinear te rm s are  neglected. The second order scheme applied 

to Stokes equations corresponding to (3.2.1) will tu rn  o u t  to  be

( d t u i  =  v £ \ h u ) .

=  u) . tp | r =  0  .

and either T hom 's  formula (3.2.5) or Wilkes' formula (3.2.7) can be chosen to 

implement (3.3.1).

Xow we introduce some notations.

N o t a t i o n .  We will use the discrete L2-norm and  the d iscrete  Z.2-inner product

(3.3.2) ||u|| =  ( u . u ) 1/2, ( u , v ) =  “i,j t't.j h 2 ■
i  < i . j < V — L

For a | r =  0. we introduce the  no ta tion  ||V/,u|| by

(3.3.3) =  £  e W « u ) ‘ *! +  E E ( O ^ u ^ f h 2 .
j=l t= 0  i= 1 j = 0

where Dp u. Dp  a are defined as

(3.3.4) D : u UJ = U' + UJ~  Ul'J , D p u ^  = u^  + l ~  ^  .

First, we look a t the s tab il i ty  argum ent of Thom 's  formula, which is s traight­

forward. For Stokes equations, the  s tability  analysis can be described as following:
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multiplying the equation  in (3.3.1) by — c  we have — ( t \  <9(u;) +  ( u . A hu;) =  0. 

T he  first term  is exactly

(3.3.5) - ( v . d t u )  = - ( v . d tA hL;) =  I ^ | |  V fct - | | 2 .

where in the second s tep  we used the  fact th a t  c  vanishes on the boundary. The

second term can be e s tim ated  via sum m ing by parts

(3.3.6) ( c .  A huj) =  ( A hv , u : ) + B  = |M | 2  + B.

where we used the fact th a t  A/iC; =  uj, and  the boundary  term  B  is decomposed 

into four parts: B  =  B\ + Bo +  Bz +  B±

v - i  .v-i
=  5 Z  ^ ’t . l^ i .O  ■ Bn =  ^  W . V - 1 u ,',-.x •

1 = 1  1 = 1  (3-3-0 v - l  ; V - l

^ 3  =  '-'’l.j^'O .J • &A =  C’- V - l ■
] = I J= 1

As we can see. to ensure the s tab ility  of the scheme, an estim ate  to control 

the  boundary term  B  is required. For simplicity of the  presentation, we only 

consider B\ here. The  o th e r  three boundary  terms can be trea ted  in the same 

way. We apply T hom 's  b o undary  condition (3.2.5) to recover B\

• V - l  9  , . V - l  9  2

(3.3.8) B, =  £  = - I ± =  £  I - L i  > 0 .
1 = 1  n 1 = 1  n

The other three boundary  te rm s can be trea ted  in the  sam e way. Then we have 

the  estim ate  B  >  0. whose subs ti tu tion  into (3.3.6). a long with (3.3.5) gives us 

the stability of the second o rder scheme (3.3.1) with T h o m 's  formula (3.2.5). This 

observation was first m ade by M eth in [MKZ]. It was also used in [HWJ to prove 

the  convergence of T hom 's  formula.

As we can see. W ilkes’ formula (3.2.7) involves m ore interior points than 

Thom 's  formula (3.2.5). A n a tu ra l  question arises: is Wilkes' formula stable?
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Wo follow the procedure above. As we can see. (3.3.5). (3.3.6) are still valid. 

The only difference is the boundary  term  B.  which is still represented as in (3.3.7).

However, a direct calculation cannot control B \ . since two interior points n\ and  

L'y of s tream  function are involved in Wilkes' formula. So the straightforward 

argument (3.3.8) does not work here. To overcome this difficulty, we can apply the  

property th a t  t ; vanishes on the  boundary  and then  rewrite the term  4 t ; , . 1 — o

as

The purpose of this transform ation is to control local terms by global terms as 

we can see later. Now B\  can be estim ated  via applying Cauchy inequality for

Similarly, we only consider B\  here. Here. Wilkes' boundary condition (3.2.7) is 

applied to recover B\

(3.3.9)
i=i

(3.3.10)

(3.3.11)

I 12where we used the fact th a t  3 — >  0 in the last step. Repeating the same

argument for Bo. £>3 and B.x. we arrive at

(3.3.12)

1 1
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As can be seen, the transform ation (3.3.10) and the application of Cauchy 

inequality helps us to bound the  boundary term , which is a local term , by global 

terms j|D 2 / . - | | 2 and | |D 2 c.’||2. O ur next aim  is to control the terms ||£)2 c | | 2 and 

| D 2 i. | | 2 by ! | ^ ' | | 2 appearing in the  diffusion term . The following lemma is resorted.

L e m m a  3 .3 .1  For any w such that il; |p=  0. we have

(3.3.13) IIZ^e-H2  +  \ \D fr \ \2 <  m l  +  D ] ) v | | 2 =  | M | 2

Proof. Since ivl,J is zero on I \  we can  take Sine transforms for in

both /-direction and ./-direction, i.e.,

(3.3.14) d , j  =  ^ 2  iok,t s m ( k ~ x t )  sin ( £ ~ y 3 ) .

k . e

Then Parserval ecjuality gives

(3.3.15) x ^ - j ) 2 = n i ^ r  •
i  . j  k , e

If we introduce

, o o ici c ^ - 2 / \ 4 . 0 f~ h(3.3.16) A- =  -  — s i n ( — ).  gt = ~  —  sm -( — ).

we obtain the  Fourier expansion of D 2 t/> and  D 2c

D i ^ . j  =  ' Z l f k & k 4 s i n ( k n x l ) s i n ( e 7 i y j ) .
k . l

(3.3.17)
D <i l ' v j  =  ^ 2 g e ^ k . i s i n ( k ~ x t ) s i n { i - y j ) . 

k . l

which implies th a t

(3.3.18) £  k , . /  =  £  - £ 1 *  +  A | 2 | < ? t . , | 2 .
i - J  i . j  k . l

Since f k < 0. ge < 0 . which indicates th a t  ( f k +  gi)1 > f k + gf.  we arrive a t

(3.3.20) E l - . J - ’ >  -  D l ^ l *  +  I ^ K . j l 2) .
i . j  k . l  I . J
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which shows exactly (3.3.13).

The combination o f  Lem m a 3.3.1 and (3.3.12) gives us tha t B  >  — IN I2.

Plugging back into (3.3.6). along with (3.3.5). we have the  stability  estim ate  of 

the second order scheme w ith  Wilkes' boundary  condition

(3.3.20) +  ^ I M I 2  < 0 .

R e m a r k  3 .3 .1  The purpose of Lemma 3.3.1 is to control L 2 norms of D 2ib and 

D 2v  by the discrete Laplacian of tb, which enables us to  control local term s by 

the global diffusion term . In fact it is a  discrete version o f the  elliptic regularity 

for (discrete) Poisson equation.

R e m a r k  3 .3 .2  Let's review our s tability  analysis for Wilkes' formula. The 

main difficulty comes from the  boundary  term . O ur trick is to rewrite it via 

the boundary condition for vorticity. therefore convert it into an expression in 

term s of near the boundary . Next, we apply  Cauchy inequality to  bound it 

by | |D 2 c j | 2  and |jD 2 i.-||2. T hen  we can apply an estim ate  like (3.3.13). control 

|jD 2 r | | 2  and | |D 2 c | | 2 by ||u;||2. which leads to  the  bound o f the boundary  term 

by the diffusion term.

This methodology is qu ite  general. The  original idea of it was proposed in 

[ELY2 ] to show the s tab ility  of a fourth order m ethod. We will use it in the next 

chapter to s tudy  higher o rder vorticity boundary  conditions in 4-th order scheme.
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3.4 A nalysis O f Second Order Schem e for 2-D

N SE

We s ta te  our main theorem  in our paper.

T h e o r e m  3 .4 .1 .  Let u e 6  /.^([O, T]: C °’“ (f>)). c e. -xe be the exact solution o f  the 

Xavier-Stokes equations (3.1.1). (3.1.2) and Uft . -jfl be the approximate solution 

of the second order scheme (3.2.1) with Pearson-Wilkes formula  (3.2.7). we have

(3.4.1)

— +  y/U\\uje — uJh | U 2( [ o . r ] . t . - )

<  C /i- | |txe | | i.*([0.r].c5° ) ( l  *+* ||'Ue ||z.«([o.r],c3) ) e x p  | ^ ( 1  +  I[ I!Z^([o .t -],<r1) }̂  -

In the convergence proof, we follow the  s tandard  procedure of consistency, 

s tability  and error analysis. Difficulty in the  consistency analysis arises from 

the fact tha t  centered difference is used a t  the  interior points, while one-sided 

formula is used for the vorticity on the boundary*. This difficulty is overcome by 

our construction of an approxim ate  vorticity th rough finite differences of the exact 

s tream  function. All of the trunca tion  errors are then lum ped into the momentum 

equation. Since Wilkes' formula is second order accurate  on the boundary, we 

can avoid S trang  type expansion. This results in an easy consistency analysis 

near the boundary, which shows th a t  the  error function for the vorticity on the 

boundary is of order 0 ( h 2). T he  stability* of Wilkes' formula has already been 

established in Section 3.3. O u r  error analysis follows the s tra tegy  and arguments 

in Section 3.3.
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3.4 .1  C on sisten cy  A n alysis

Let =  tv(x ,. tjj) for — 1  <  i . j  < (here we extended v e smoothly to

!—d. 1 and construct U. V'. fi through the finite difference of 4' to maintain

the consistency, especially near the boundary.

(3.4.2) i \ . j  =  - D y V  . Vij =  . for 0 <  i . j  < .V .

Then direct Taylor expansion for ipe up to the boundary gives us that at 

grid points ( x , . ^ ) .  0  <  i . j  < N ,

L' =  ue - ^ L - e + 0 (/i3 ) \\ve\\c*.

(3.4.3) \ = l'e  +  — d^.lbe +  0 ( / t 3 )||6’e||c-' •o

Q. =  uJe T  +  dy)^e  +  0 ( h A) || Celle6 ■

It is obvious tha t at these grid points, (including boundary  points)

(3.4.4) |C — lle | +  |V — Ce| +  — a.'e| <  C  h~ || f e (•. £)llc4 .

Now we look at the  local truncation  errors. \Ve will show tha t the con­

s tructed U . \ \  Q constructed in (3.4.2) satisfy the  numerical scheme (3.2.1).

(3.2.7) up to 0{h~)  error. First we look a t the diffusion term. (3.4.3) indicates

(3.4.5) A hQ = A huJe + 0 ( h 2)\\ve\\C6 . 

which along with Taylor expansion of uje that

(3.4.6) A =  AoL/'e 4- 0 ( / i 2 )||u,’e| |c 4 =  Ao/'P +  0(h~)  IlL'e ||c 6 •

leads to the estimate of the diffusion term: at grid points (x,. y}), 1 <  i . j  < .V -  1 . 

(3.4. t ) A/,f2 =  A uje + 0 ( h 2) || e'e(■-1) | |c 6 •
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T he nonlinear convection terms can be trea ted  in a s im ilar fashion. (3.4.3) 

implies th a t  at grid points (x,, ?/_,). 0  <  i . j  < .V.

K2 h2
(3.4.8) L'9. = ueuse -  — u:ed?v,-e +  +  9j)t*e +■ 0 ( / i 3 ) | | f e||c«lk-e ||c^ •

which leads to the estim ate  a t  interior grid points  {xt .y j ) .  1 <  i . j  <  -V — 1 .

  1̂ 2
D z (i ' Q ) =  D z (ueuje) -  —  D z c e)

6

(34-9> + ^ D x(ue{&x + %)*<) + 0(/i2)||tv!!r<!Mc°

= Dx{u^e) + 0 { h 2)\\ve\ \c* M c* .

Moreover. Taylor expansion for ueu e gives D x (ueuje) =  dx (ueuje) + 0 { h 2)\\u ê je\\C3, 

thus

(3.4.10) Dz (ueu;e) =  dx (ueuje) +  O  (h 2) | j u e 11 c 5 i I &’e 11 c -5 •

Then we arrive at

(3.4.11) DX{L Q)  =  dx (ueuje) +  0 ( / t 2 )||c'e ||cil|t>e| |c ,i •

The similar result can be ob ta ined  for Dy{ V Q)

(3.4.12) Dy ( 1  Q) — dyivguj'.) + 0 { h 2)\\u'e\ \cA\ve\\e6 -

Next we deal with the  tim e marching term  dtQ.. T he  strategy here  is to 

control the  difference between dt9. and dtu!e by 0 ( h r ) of ||c?/Ue|io«

(3.4.13) dtQ -  dtu e =  A hdtPe ~  & d txpe =  (A/, -  A ) d tv e =  <9(/t2 )||c>(c-,||r< •

Yet. to get an estim ate  o f  | | ^ t :e||c-'- we have to apply Schauder estim ate  to the 

following Poisson equation

{ A  (dtbv) =  dt uje . i n f l .
'

dt ipe =  0  . on T .
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which gives us th a t  for a  > 0 .

where in the second step we applied the exact vorticitv equation  that dt~oe + « e- 

V ~ e =  The com bination of (3.4.13) and  (3.4.15) gives us

Combining (3.4.7). (3.4.11). (3.4.12) and  (3.4.16). and  applying the  original 

PD E of the exact solution th a t  dtu;e + V - ( u eu:e) = u£±.^e. we conclude th a t

which verifies our claim.

Finally we look at our constructed Q on the  boundary. O ur aim is to  show 

tha t O satisfies Wilkes' formula applied to up to an 0 ( h 2) error. The verifica­

tion of it is straightforward. We only consider Tx. j  =  0 here. The o ther three 

boundaries can be dealt with in the same way. One-sided Taylor expansion for 

T in the ;y-th direction near the boundary shows tha t

On the o ther hand. (3.4.4) gives us tha t the  difference between Q , . 0 and u;e(x,.0) 

on Fr is also of order 0 ( t i 2)\\ve\\c->? then we arrive at

(3.4.16)

(3.4.17) dtQ + D x (UQ) +  D tt{VQ) = & hQ +  0 { h 2) \ \ve\ \ ^ ( l  + M c < ) ,

(3.4.18)

(3.4.19) ^ 1.0 — ^ ( 4 ^ i . i  — c* ■

Thus the consistency analysis is completed.

3 .4 .2  Error E s t im a te

For 0 < i . j  < .V. we define

(3.4.20)
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Then the above consistency analysis gives the  following system for the error 

functions

(3.4.21)

4* D x(u£l +  Uuj) 4“ Dy{cfi 4- l\ a.’) — u&huj 4" f  .

ZX/jC =  -j . v  | r =  0  .

u = —D yis;. v =  D x vj , u | r y= 0 . f | r r = 0 .

where | / |  <  C / r | | u e||c5.a (1 4- ||t*e||c73)- On the boundary, (say at T*. j  =  0) we 

have

where je,| <  CUtteHca. (3.4.22) comes from Wilkes' formula (3.2.7) and our 

estimate (3.4.19). In o ther words, the  error function of vorticity and  the error 

function of stream  function satisfy W ilkes1 formula up to an 0 ( h 2) error.

As we can see. the system (3.4.21), (3.4.22) is very similar to the  second order 

scheme (3.2.1) along with the Wilkes' formula (3.2.7) except for the error terms 

/  and h~e.  In other words, as we showed in the  consistency part, the  constructed 

solutions satisfy the numerical scheme except for some local truncation errors. We 

have already shown the stability  of the  scheme in Section 3. so we can apply the 

same procedure to estim ate  the  e rror functions. The error terms corresponding 

to f  and e  can be estim ated by Cauchy inequalities.

Multiplying the vorticity dynam ic error equation  in (3.4.21) by — c \  we have

The first term , which is corresponding to  time evolution term, can be dealt with 

in the way as in (3.3.5) since v.' also vanishes on the  boundary, i.e.

The term - ( c . f )  can be controlled by s tanda rd  Cauchy inequality. Then the 

rest of ou r work will be concentrated on the estim ates  of the diffusion term and 

the convection terms. We will resort to Lem m a 3.4.1 and Lemma 3.4.2 as below.

(3.4.22)

(3.4.23) dtZ') 4- ( r .  A hZ) =  (ry. D x (uQ + uZ')) 4- (u\ D y(vQ + uZ-)) -  ( r .  / ) .

(3.4.24) ~ { c . d tZ) = - ( v , d tA hv )  =  ^ U V / . c i l 2 .
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L e m m a  3 .4 .1  For sufficiently sm all h. we have

(3.4.25) ( c .  Ahw) > ±\\£j\\2 -  h l .

Proof. O ur proof of (3.4.25) follows the  procedure of s tability  analysis in 

Section 3.3 Sum m ing by parts  and using the  fact th a t  c  | r =  0 gives us

(3.4.26) (c .  =  (u.  (D 2Z +  D 2y)w) =  (D^w.w)  ~  ( D ’f i . Z ' )  + B = [ p [ | 2 B .

whore the boundary  term B  can also be decomposed into B  =  Bi -+- B> -r B^ B 4

as in (3.3.7)

.V -L  _  :V -1

B\ — 5 3  ^ , 0 . S 2  =  5 3  Vi.x- -

(3-4.27) . r . i  _ ? - i _
B?, =  J !  • B.\ =  V -  I ,J -

j=i j=i

The estim ate  of B\ is also similar to th a t  in Section 3.3. The only difference 

here is tha t  -7,.o- the error of vorticity on the boundary  as in (3.4.22). includes 

one more error term  h2e t. whose L2 product with c  can be estim ated by Cauchy 

inequality. By (3.4.22). we can express B i as

•V~I 1 ;V_l _ l V _ 1

(3.4.28) B\ = 5 3  - 7 - 7  53  ^’i.i(4t//'i,i — -V i . 2 ) + h 2 5 3  =  A +  ^ 2  ■
1 = 1  n ~ t=i - 1=1

As we mentioned jus t  now. / 2 can be controlled by Cauchy inequality directly

(3.4.29)
, . V - l  ,2 . AT-1 , .V — 1 , ,2

V  —  -  -  Y '  h 6e 2 > - -
^  h 2 2  4 -  * -  2  ,1 = 1  1 = 1  1 = 1

where in the last step we applied our estim ate  th a t  |e t | <  C | |u e| |c3and  the fact

that /? =  A. T he  estim ate of / t follows our s tability  analysis in Section 3.3. First.

we rewrite the  term  appearing in the parentheses as the way in (3.3.10):

I '  ~~ 1 .2 ,n 2 7(3.4.30) 4 c , . 1 — - c , , 2 — — —h  (D~v),. i  .

R ep ro d u ced  with p erm issio n  o f  th e  copyrigh t ow n er. Further reproduction  prohibited w ithout p erm issio n .



6 3

which is still valid since c  vanishes on the  boundary. T he  purpose of this trans­

form ation is still to control local te rm s by global terms as we can see later. Next, 

plugging (3.4.30) back into

(3.4.31)

A = rr Y ^ .i(3t'u “ \h2(Dlrj;)ui) = Y L'ti - \ Y  .
n 1=1 -  n  i=i i=i

and app ly ing  Cauchy inequality to  the second term  c,.i(.D 2 c ) t.i. we arrive at

O :Y — 1 _  ,  V - l  , A’ - l ,

 ̂- To Y  ~ T̂2 Y1 T̂.i ~ 9  Y
(3.4.32)

1 = 1 i=i

h 2 .

t=i
1  V - l  

-  1 = 1  2  i = 1  

Finally. (3.4.29) and (3.4.32) gives th a t  for sufficiently small h.

h

D l^ ' .,1

(3.4.33)
1

: V - l V - l

 ̂IT Y  f̂.i -  o Z
’■ l
h 2 -  - h A .

“ i=i -  1 = 1

The trea tm en t of the  o ther three boundary  term s is essentiallv the  same. Xow

we recover B  by global terms | |D 2 t/ ; | | 2  and  ||.D2 rc | | 2

(3.4.34)

As wo can see. since u  | r =  0, Lem m a 3.3.1 is still valid for w and  2-. i.e.

(3.4.35) ID ^ ' l i 2  +  I ID ^ H 2  <  \\{D2 +  D 2)C-\\2 =  IPH2 .

S ubstitu ting  (3.4.35) into (3.4.34), plugging back into (3.4.26). we obtain

(3.4.25) finally. Lemma 3.4.1 is proved.

L e m m a  3 .4 .2  Assume a-prior that the error function fo r  the velocity fie ld  satisfy

(3.4.36)

then we have

(3.4.37) ( t . \  D t ( uQ - r  uQ))  <
8 C2

+  ^ | P | | 2
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Proof. We will only prove (3.4.37). T h e  proof of (3.4.38) is essentially the 

same. By the a-prior bound (3.4.36) and our construction of U  and  Q. we have

^   ̂g ll«IU~ < ||£'IU» + II^IU* < ll^y^'ellr1 + 1 ll^ellc0  + 1 < C l

!I^!U - <  ll^r^'ellc0 +  | | ^ « | | c o  <  H^ellc1 <  C\ .

where C x =  | |u ej |c ‘ +  1- Sum m ing by parts  a n d  applying (3.4.36). we obtain

(3.4.40)

( i \  Dj.(uQ. + ujj)) =  —(D x tp , uQ + uth)

<  c , n v * a i ( i s i  +  i d )  <  —  i iv y - i r2 +  .v  b

where we used the  fact tha t the  norm s ||Z?xc>|(. IIDyC’H are bounded  by ||V/,c-||.

(3.4.41) HSU =  IID^H <  H V ^ I I , ||u|| =  IID ^H  <  HVfct'll.

since i- vanishes on the boundary. Lemma 3.4.2 is proved.

Now go back to our convergence analysis. First we assum e tha t (3.4.36) 

holds. Plugging (3.4.37). (3.4.38), (3.4.25) a long with (3.4.24) back into (3.4.23). 

we obta in

(3.4.42) t  f  |[ V et 'l l2 <  C \ \ f f  +  i ^ 2 | | V ^ ' | | 2 -  j j l i a f  +  h ' .
2 at v  6

where we absorbed the term C | | i ^ | | 2  generated by Cauchy inequality: |(j..-. f ) \  < 

<Cj11. '11“ +  C | | / | | 2 into the coefficient o f  ||Vac'll2, which is valid since we can apply 

Poincare inequality for v  tha t

(3-4.43) | M | 2 ^ C H V ^ I I 2 .
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by the  fact that u  vanishes on the  boundary. Applying Gronwall inequality to

(3.4.42). we have

W h i ' f  + Z  P w f d t
6 Jo

(3 .4 .4 4 ) < C ( e x p ^ S )  / ' ( | | / ( - . s ) | | 2 4-/i 4 )<<s-i-Crfr 'v v  Jo

<  C /i4exp ( | |u e||^s.o(l +  ||ti«.||C3 ) 2 +  T )  .

Thus, we have proved

(3.4.45)

||u(-. t) -  tt(0lk2 + \/^(Jq |p | |2dt)2

< C /i2 ( | | u e||c*.o(l +  | |u e||cOexp | ^ ( 1  +  jjUellcO2} +  T )  . 

which implies (3.4.1). Using the inverse inequality, we have

(3.4.46) \\u\\L~ < C h .

Now we can resort to a s tandard  trick which asserts tha t (3.4.36) will never be 

violated if h is small enough. Theorem  3.4.1 is proved.

3.5 Numerical Tests and Accuracy Check

In this section we check the numerical accuracy of our second order scheme, 

with either Thorn's formula or W ilkes’ formula. The com puta tional domain is 

[0 . l]2. The exact stream  function, velocity and vorticity are chosen to be

t 'e( x . t )  - ^ r s i n 2 (7rx)sin 2 (7rr/)cost.

 ̂ _ ue{ x . t )  = —^zsin2(~x)s in(2~y)cost .

re( x . t )  =  d:sin(27rx)sin2(7ry)cosU

uje{ x . t )  =  (sin2(7rx)sin(27ry) 4 -sin2(/ry)sin(27rx))cosU

R ep ro d u ced  with p erm issio n  o f  th e  copyrigh t ow n er. Further reproduction  prohibited w ithout p erm issio n .



66

The force term will come out if we su b s ti tu te  (3.5.1) into the m om entum  equation

(3.5.2) dfjJe +  V - ( u e^e) =  t'Au-’e -r f  .

where f  is expressed as

(3.5.3)

/  =  —sin^(sin‘ (7rx)cos(27rt/) +  s in2(7T7/)cos(27rx))

-r-sin(2-)/)sin(27rx)cos2t[—sin2(7rx)(l — lsin2( Tty))

+ s in 2 (/ry )(l  — 4sin2 ("x))]

—l~2//cost jcos(27rx)cos(27ry) — sin2(/ry)cos(27rx) — sin 2 (7rx)cos(2 ~y)j .

We apply our second order numerical scheme (3.2.1). along with either 

T hom 's  formula (3.2.5) or Wilkes' formula (3.2.7) as the boundary  condition 

for vorticity. The force term  /  as in (3.5.3) is added  when we update  the mo­

m entum  equation in (3.2.1). The viscosity u =  0.001. and the final time is taken 

to be t  =  6 .0 . Explicit trea tm en t of the  diffusion term and the  fourth order 

R unge-K utta  time stepping were used (see E and  Liu [ELV1 ] for detail). The 

absolute errors between the  numerical and  exact solutions are listed in Table 3.1.

3.2. As can be seen in Table 3.1. if th e  second order m ethod with Thom 's  bound­

ary condition is used, exactly second order accuracy, in both  L l . L 2 and L 30 

norms, is achieved for the s tream  function. The vorticity achieves almost second 

order accuracy in L 1. L2 norms an d  a  little  less th a n  second order accuracy in 

L 30 norm. It can he seen in Table 3.2 th a t  the second order scheme with Wilkes' 

formula on the boundary indicates a lm ost the sam e result as th a t  with T hom 's  

formula: exactly second order accuracy for both  s tream  function and  vorticity 

in L 1. L 2 norms, exactly second o rder accuracy in L 30 norm for s tream  function 

and a little less than second order accuracy in L 30 norm for vorticity. In o ther 

words, the orders of accuracy of these two formulas for both s tream  function and 

vorticity are almost the same.
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Table 3.1: Error and  order of accuracy for s tream  function and vorticity a t  t =  6  

when the second order scheme with T h o m ’s form u la  for the vorticity a t  the 
boundary  are used. C F L = 0 .5 . where CFL =

X L l error L x order L 2 error L 2 order L x  error L x  order
32 3.79e-05 5.73e-05 1.53e-04
64 9.45e-06 2 . 0 0 1.43e-05 2 . 0 0 3.83e-05 2 . 0 0

K' 128 2.36e-06 2 . 0 0 3.58e-06 2 . 0 0 9.56e-06 2 . 0 0

256 5.90e-07 2 . 0 0 8.94e-07 2 . 0 0 2.39e-06_| 2 . 0 0

32 7.49e-04 1.01e-03 2.44e-03
64 1.96e-04 1.93 2.61e-04 1.95 6.57e-04 1.89
128 5.07e-05 1.95 6.74e-05 1.95 2.26e-04 1.54
256 1.29e-05 1.98 1.72e-05 1.97 6.50e-05 1.80

Table 3.2: Errors and  order o f  accuracy for s tream  function and vorticity at 
t =  6  when the second order scheme with W ilk e s ’ fo rm u la  for the vorticity at 
the boundarv  are used. C F L = 0 .5 .  where CFL = / \  r

.V L l error L 1 order L 2 error L 2 order L°° error L x  order

L '

32 3.71e-05 5.67e-05 1.52e-04
64 9.35e-06 1.99 1.42e-05 2 . 0 0 3.81e-05 2 . 0 0

128 2.35e-06 1.99 3.57e-06 2 . 0 0 9.55e-06 2 . 0 0

256 5.89e-07 2 . 0 0 8.94e-07 2 . 0 0 2.39e-06 j 2 . 0 0

i

- J

32 7.78e-04 1.06e-03 2.46e-03
64 1.99e-04 1.97 2.66e-04 1.99 7.58e-04 1.70
128 5.09e-05 1.97 6.76e-05 1.98 2.07e-04 1.87
256 1.29e-05 1.98 1.72e-05 1.98 6.09e-05 1.77
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C H A P T E R  4

CONVERG ENCE OF A FOURTH O RDER
M ETH O D

4.1 Prelim inary

As the same in C hapter 3. we s ta r t  w ith  the 2-D XSE in vorticity-stream 

function formulation:

d tuj +  V  • (uuj) =  v & u ) .

(4-1.1) _W =  u;.

a = —dyip , v =  dx v  

with the no-slip boundary condition w ritten  in terms of the s tream  function c:

d i b
(-1.1.2) c  =  0. ^ = 0 .

a n

Here u  =  (u. v) denotes the velocity field, cj denotes the  vorticity.

The subject of fourth order schemes for (4.1.1). (4.1.2) has a ttrac ted  consid­

erable a tten tion  recently. For example, E and  Liu proposed Essentially Com pact 

fourth order scheme (EC4) in [ELV2], and  proved the fourth order convergence of 

the method. Their analysis resorts to  S tran g  type high order expansion. A tech­

nical assum ption of one-sided physical, one-sided periodic boundary condition 

was also imposed.

The purpose of this paper is to give a  thorough analysis of the fourth order 

scheme proposed by them. The boundary' condition for vorticity will also be
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analyzed in detail. Briley's formula, which was derived in [BRL]. was used in 

[ELV2]. We will derive a new form ula in this paper, which gives higher order 

accuracy for the vorticity on the  boundary  by formal Taylor expansion. First we 

present the main idea of the convergence analysis and an accuracy check for a 1 -D 

model for the Stokes problem. T h e  advantage of this 1 -D model is its simplicity: 

we can easily see why Briley's form ula  gives full 4th order accuracy although the 

formal Taylor expansion of it only indicates 3rd order accuracy on the boundary. 

This is accomplished by making expansions which are implemented by a  third  

order polynomial. Then  we trea t the  full Navier-Stokes equations in 2-D with a 

[0. I ] 2 box as the domain, with th e  physical boundary  condition (4.1.2) applied 

on all boundaries. We then present the  convergence proof for the analogous 4th 

order (EC4) scheme with our new 4 -th  order vorticity boundary  condition. The 

use of this new boundary  condition simplifies the  consistency analysis. Xo S trang 

type expansion is needed.

The procedure of our convergence proof is s tandard: consistency analysis 

and error estimate. Consistency analysis is sim ilar to tha t in the second chapter. 

Vet there are still some differences since our fourth order scheme involves an 

intermediate variable for vorticity. We construct the approxim ate in term ediate  

vorticity variable via finite difference of the exact stream  function, and recover the 

approxim ate vorticity by solving a  linear system, whose eigenvalues are controlled, 

through the approxim ate in term edia te  vorticity variable with suitable boundary  

conditions. To m aintain  higher o rder consistency for vorticity, which will be 

needed when we com pute  its finite difference, we add an 0 { h A) correction term 

to the exact vorticity on the b oundary  when we set our boundary condition for 

the approximate vorticity. The approx im ate  velocity will be constructed via finite 

differences of the exact stream function. Then we can show th a t  the constructed 

profiles satisfy the numerical scheme up to 0 { h x) truncation error, including
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ttie vorticity on the  boundary. Next, we perform a stability  analysis and error 

estim ate . We adopt the  technique used in E and  Liu [ELY2] and  in the second 

chapter. The basic s tra tegy  is to  use energy estim ates, with special care taken 

at the boundary. S tan d a rd  local estim ates do not work for the boundary  terms, 

due to the interior points of s tre am  function involved in the boundary  vorticity 

formula, so we have to apply e llip tic  regularity a t  the  discrete level, and then 

control these local te rm s by global terms.

In Section 4.2 we outline the  m ain  idea o f the  EC4 scheme for a  1-D model 

for the Stokes problem. Stability  o f  b o th  two boundary  conditions will be estab­

lished there, which is accom panied by numerical accuracy check. T he rigorous 

convergence proof of the  m ethod  w ith  Briley's formula as vorticity  boundary 

condition will also be presented, by which we hope to explain the  ideas in our 

consistency analysis clearly, including Strang type  expansion and  the  construc­

tion of the approxim ate  profiles. In Section 4.3 we look a t the  EC4 applied to 

2-D full Navier-Stokes equations, an d  present the  convergence analysis for the 

scheme, where the new 4-th o rder vorticity b o u n d ary  condition is applied.

4.2 Convergence and Accuracy Check for 1-D

M odel

To explain the idea of our fourth  order scheme more clearly, in this section 

we consider a simple 1 -D model for Stokes equations, where nonlinear terms are 

neglected. The purpose of the in troduction  of th is  model is to catch main features 

and difficulties both in com pu ta tion  and  analysis. T he  idea developed here can 

be applied to full 2-D nonlinear case as we can see in Section 4.3. This  1 -D model
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roads

CW =  u(d~ -  k 2)u 

(d l  -  k 2) v  =  u / . 

v  =  cLw =  0 . a t  x  =  —1 . 1 .

( 4 .2 . :

whose solution is the Ar-th m ode solution of  the  unsteady Stokes equations in the 

dom ain  1 — 1 . 1 ] x [0 . 2 tt]

d tuj ~ is / \ ijj .

—- US .

where the no-slip boundary  condition, \b =  dxik =  0 . is imposed a t  x =  — 1 . 1 . 

and  periodic boundary  conditions are im posed in the y direction. An exact 

solution of (4.2.1) is

(4.2.3) uje(x. t) = c o s ( f i x ) e x p  j —u ( k 2 -I- /i2)f j  .

where y  satisfies ^ ta n  y  +  /ctanh k  =  0. See [012] and [ELV'l] for detail. For 

simplicity we take k  =  1 .

4 .2 .1  D e sc r ip t io n  o f  F o u r th  O rd er S c h e m e s

Essentially compact fourth  order scheme (EC4) for 2-D Xavier-Stokes equa­

tions was proposed by E and Liu in [ELV2]. We can use the  similar idea to 

deal with the 1 -D model (4.2.1). As we can see. the op e ra to r  d2 — 1 can be 

approxim ated by compact difference o pera to r

( 4 .2 .4 ) di  -  1 =
( l - g ) Z g - l

1 + £ d 2
+  0 ( h '1) .

Applying (4.2.4) to both the  diffusion te rm  in vorticity equation  and the kine­

m atic  relation between stream  function and  vorticity in (4.2.1). and multiplying 

both  equations by 1 -t- t~D2. we ob ta in  the  following system

( 4 .2 .5 )
dt-  = ! / ( ( ! -  ~

( ( 1  -  j ^ ) D 2 — l)iv  =  57, u  =  0  . on r  =  - L l .
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where the auxiliary term  ui was introduced as

h2!4.2.6) uj — ( 1  + — D~)u; .

As we pointed out in the second chapter where we deal with second order 

scheme, there are  two boundary  conditions for iP. The s itua tion  here is similar. 

The Dirichlet boundary  condition ii' =  0 on x  =  - 1 . 1  can be implemented to 

solve the stream  function via (4.2.5). Yet the norm al boundary condition dxv  =  0 . 

which cannot be enforced directly, will be converted into the boundary  condition 

for the vorticity. For example, Briley's formula

, . , I fe 3 , 2 , 1 1  (dv , ' \
‘ ^  ~  _  2 &'J +  9 to )  _  3A ( a ? ) 0

was used in the EC4 scheme (see [BRL], [ELV2]). We should rem ark here that 

Briley's formula is only th ird  order accurate for the vorticity on the boundary 

by formal local Taylor expansion. Later we will show tha t it still preserves 4th 

order accuracy. It was first proved in [ELV2]. Next, we derive our new 4th 

order vorticity boundary  condition. First, we use a 4th order approximation of 

jJ =  (d ;  — l ) r  on the boundary:

(4-2.8) -o  =  Y ^ l ( l 6 ( ^ - i  +  0 i )  -  (0-2  +  c>2)) +  0 ( h A) .

where ( — 1 ). ( —2 ) refer to  the  ’’ghost" grid points outside of the  computational 

domain. .Vote th a t  we need five points of ip to obta in  fourth order accuracy for 

u,\ which is different from the second order case, where we only need three points 

of r  as we discussed in the second chapter. Then we prescribe the  values for the 

"ghost" points of c  using the no-slip boundary* condition =  0 . on x  =  - 1 . 1 

along with a 6 - th  order one-sided approxim ations for c:

(4.2.9) i - - i  =  1 0 e t -  5u*_> -I- | t >3 -  -^ . j  -  oh  +  0 { h &) .
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Combining (4.2.8). (4.2.9) and  (4.2.10). we obtain

U'2.11) ^  -  p (8 t - - .  -  3*4 +  I * ,  -  ^  .

We will use this new form ula to perform o u r  analysis of 2 -D  EC4 scheme in Sec­

tion 4.3. The system (4.2.5). (4.2.6) a long with the boundary  condition (4.2.7) 

or (4.2.11) can be im plem ented very efficiently via an explicit time stepping  pro­

cedure introduced by E and  Liu in [ELV2].

4 .2 .2  S ta b il ity  A n a ly s is  o f  th e  S c h e m e

One of the main concerns in the higher order schemes are their numerical 

stabilities. We will have a look a t the  4 th  order scheme with the  boundary 

conditions we mentioned above. First we introduce some notations. N o t a t i o n .

We will use the discrete £ 2-norm  and the  discrete £ 2-inner product

(4.2.12) ||u|| =  ( u . u ) 1 / 2 . ( u , v )  =  51  u t ut h .
1<i<jV— 1

For u0 =  u \  =  0. we in troduce the no ta tion  ||V/,u|| by defining

(4.2.13) | |V „ii | | 2 =  5 3  (D * u t )2 h ,  where D j u ,  =
0<i<.V-I

Similar notations of L 1 norm s and inner products, one sided difference norms 

in 2-D analogous to (4.2.12). (4.2.13) can  also be introduced. N'ote th a t  in 2-D 

case, the discrete inner p roduct ( u . u) will tu rn  out to be 5 3  ui . jL'i.jh2-

moreover. | |V /,u | | 2 includes two parts, for both  D ^ u tJ and  D ~ u t J. where the 

forward difference operators  . D ^  can be defined similarly as in (4.2.13). We 

will use these 2-D notations in Section 4.3.
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4 .2 .2 .1  S ta b ility  o f  B r i le y ’s F orm u la

U p look at the fourth order scheme (4.2.5). (4.2.6) w ith Briley's formula
h “

(4.2.7) first. The  first step here is to  m ultip ly  (4.2.5) by —(1 -i- — Dz)t-

(4.2.14)

-((1 + ^Oj)c-.( l  + ^ D j )a tW) +  ( ( l  +  ^Of)c-.  ( d -  l)u.-) = 0

The first term , which is corresponding to  th e  tim e marching term, can be esti­

m ated by the discrete kinematic relation between c  and ^  as in (4.2.5)

(4.2.1.5)

=  - ( < i  +  ^ D l ) v . a , ( a  -  D 2Z -  l )<i-}

=  - « 1  +  a,(  1 -  ^ ) D l v , )  -  { (1 +  ^ o ; k - .  - d , v )

1 , h d . . ..■> h h . d ,, _ o r i 1 d .. ..•> h d .
=  2 ( V2^df^ hL'^~ ~  24 _  12 +  2 d t  “  24df  ̂ A r **"

= 5 |(d  - +IN|2 “ n (I “ a * 1* * )  •

and the  second term , which is corresponding to  the diffusion term, can be esti­

m ated via sum m ing by parts

(4.2.16)
h 2 f r

— U  — — ) +  ( i . - . —u>) +  ( — ( 1 — —  )D ;U j )  +  ( — D 2r u .  — ~j )

=  ( ( 1  —  — )D~U. u j )  - t -  — (  1  —  —  ) ( l i ! lU jQ  - ( -  ) +  (  —  f  . u j )
1 2  h 1 2

h 2 h2 2 hr  _ 2 \ 1 / v+  ((1 -  —  ) D ~ v .  — D xuj) -I- ( —V) , — T>za;) -t- - -  —  (Oiuio +  Okv-i^.v)

/  h~ \ 1
=  \ ( ^  _  1 ^ ^ ^  — 1 )c•. (1 -f- — D 2)(jjj  4- — (t/’i^’o +  <Av-i-Av)

h "" l_

As we can see in (4.2.16). we have to  control the boundary  term to ensure 

the stability. Here we decompose the  b o undary  term  into two parts  B = B\ 4- S ..
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I O

whore By =  t-c ju/o and Bo =  -pC’v - i ^ ’v- For simplicity of presentation, we onlv 
h h

consider By here. B■> can be trea ted  in the  same way.

We can app ly  Briley's formula (4.2.7) to update  By

(4.2.1/ ) By =  — — U'2 + ^ <- '3) •

However, a s traightforward calculation cannot guarantee a bound of By. The 

difficulty comes from the fact th a t  th ree  interior points of stream  function are 

involved in Briley's formula. Here we app ly  the  similar technique used in [ELY2] 

and our previous paper when we dealt w ith  second order scheme with Wilkes' 

formula in the  second chapter: as can be seen, the term  (6 c-i — %n-2 +  | c -3 ) can 

be rewritten as

3 2 11 19
(4.2.18) 6 c-! -  - c -2  +  - 0 3  =  +  ^ / r £ > ;c 2 .

which is valid since e 0  =  cr.v =  0. T h e  purpose of this transform ation is to 

control the local terms in (4.2.17) by global quantities as we can see later. Now

(4.2.18). along with Cauchy inequalities applied to iiyD^Vy and c 2D^.v2. gives us 

the  estim ate  of By

t i l l  19.o —o 2   ̂ __o .
1 =  / 0 ( T C'1 “  18 1 +  9 ^

I I c t  1 192 0  1 2  1 22  1 2

-  3/H ~  2h 3 182^  ~  2  ' ~ 2 h ? 9 2ll'x 2* ^

where in the last step we used the fact th a t  ^  — ^(jp- +  §?) >  2. The term  B2 

can be estim ated  in a similar fashion. Now we arrive a t

1 ^  . 1(4.2.20) B > - - y £  h l D l & f  > — W D l v f
i =  I . 2 A ' — 1 ,;V—2

As mentioned earlier, the  transform ation  (4.2.18) and  the application of 

Cauchy inequalities give us a bound of the  boundary term , which is a local term.
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by a global term  ||D ^f| |~ . Next, we need to control ||D^c - | | 2 by | M | 2 appearing 

in the diffusion term, which can be resorted to the  following lemma.

L e m m a  4 .2 .1  For Co =  =  0. we have

(4.2.21) j|( 1 -  t )0 y . | |  <  | | ( ( i  -  -  i ) t -|| =  | |( l  +  ^ W |  =  p | | .

Proof. T he  boundary condition if0 = c y  =  0 indicates th a t  we can Sine 

transform

(4.2.22)  ip t =  ^ 2  rl'k s in (k~ x t) .
k

The Parserval equality gives th a t

(4.2.23) E ( ^ ) 2 =  D ^ ) 2 -
* k

We let f k = - - ^ s i n 2( ^ ~ ) -  then we have D 2il\ = Y2 f ^ ^ ’k s in{knx ,) .  which in
-  k

t urn shows the Parserval equality for (1 — ^ ) D 2w and ((1 — j ^ ) D 2 — l ) t -

l4'"“ 4’ « o  -  % ) D l  -  l )* H ’ = A £ ( 0  -  % ) h  -  l ) \ T
k

On the other hand. f k < 0 implies th a t  (1 — y j)2/*  ^  ((1 ~  f^ ) f k  ~  l)~- Then 

we obtain  (4.2.21). Lemma 4.2.1 is proved.

Plugging (4.2.21) back into (4.2.20), we obta in  

2,1

Substitu ting  (4.2.25) into (4.2.16). along with (4.2.15). and denoting "energy" E  

as

h2   h 2 . h2

(4.2.25) B >  - o/i  ■ /i2 J | ( l  +  - D 2 )o,'|i2 >  - i i ^ l 2 .

1.2 .2 6 ) E =  (1 -  y ) | |V A*|p + ll^l2 -  —(I -  - ) \ \D lv " *
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we finally arrive at

H.2.27) i f +  i , | M P < 0 .

This  completes the s tab ility  analysis of the  fourth order scheme (4.2.5) with 

Briley's formula (4.2.7).

4 .2 .2 .2  S ta b il ity  o f  th e  N e w  F o u rth  O rd er  F orm u la

The stab ility  of the  fourth  order scheme (4.2.5) with our new 4-th  order 

vorticity boundary  condition (4.2.11) can also be ensured by similar arguments.

(4.2.15). (4.2.16) are still valid here. The only difference here is the estim ate  of 

the  boundary term  B = B\ + Bo, where B x can  be expressed as

(4.2.28) B i  — — v ' iu/'o =  t t ( 8 W i  —  3^2 +  r t ' 3  — xT’-t) •
ri h.-* 9  8

by our new 4-th order formula (4.2.11). Note th a t  one more interior point of c  is 

involved in our vorticity b o u n d a iy  formula. T he estim ate  of B\ in (4.2.28) also 

follows our procedure above. F irst, we rewrite the  term (8 v i  — 3c'o +  §c \3 — jjttt) 

as

(4.2.29) S t -i — 3f-, +  -u - t >4 =  1 4- ^ -h ~  D~vo — - f i~D~i  :i.9 8 o (2 ob 8

and then repeat the procedure an d  argum ent as in (4.2.19). which gives tha t 

~  c' i -----g h 2D l v 3)

(4.2.30)

^  25c-f 1 1152 2 l , r v 2 . ,  ,2 ,  1 232 2 l | r | 2  ,2 ,
-  6h* 2/i3  722 2 * xV l* 2/i3  362 ^  2 * r<i2*

2 /i3  8  
2 
T> ^  -  - / i ( |D U ’t f  +  | +  |D 2li3|2) •

where we use the fact th a t  ^  — ^ ( 4 ^  -+- §§j +  p-) >  2. Then  we can also arrive at 

B  T —^ ||D 2 c | | 2 as in (4.2.20). Lem m a 4.2.1, which controls the term  (|D 2 v | | 2 by
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the diffusion term ||il?||2. is still valid here. Finally, repeating  (4.2.25). (4.2.26). 

we obtain (4.2.27). which shows th a t  the fourth  order scheme (4.2.5) with the 

vorticity boundary  condition (4.2.11) is also stable.

4 .2 .3  N u m e r ic a l T ests  a n d  A c c u r a c y  C h eck

We now present accuracy check for the  fourth  order scheme with boundary 

conditions we mentioned above. The exact solution of (4.2.3) with k  =  1 . the 

viscosity u =  0.01. and the corresponding fj. =  2.88335565358979 which is deter­

mined by k =  1 will be used for comparison in our numerical experiments. The 

final time is taken to be t =  1.0. Explicit t re a tm e n t  of the diffusion term and 

the fourth order R unge-K utta  tim e stepping were used (see E and Liu [ELVT] for 

detail). Table 4.1 and Table 4.2 list the num erical results of fourth  order schemes 

with two different boundary conditions for the  vorticity. As can be seen in the 

tables, the EC4 method with Briley's boundary  condition achieves fourth order 

accuracy for the stream  function, and gets more th an  fourth order accuracy for 

the vorticity. The EC4 scheme w ith  our new 4 th  order boundary  condition on the 

boundary also achieves the fourth  order accuracy  for the  s tream  function, and 

gets almost fifth order accuracy for the vorticity. In o ther words, the orders of 

accuracy of these two formulas for the s tre am  function are almost the same, yet 

our new fourth order boundary  condition perform s b e tte r  than  Briley's formula 

in the accuracy for vorticity.

4 .2 .4  C o n v erg en ce  A n a ly s is  o f  t h e  F o u rth  o rd er  sch em e

In this section, we will give a convergence analysis of the fourth order 

method. The stability  of it. w ith both Briley 's  formula (4.2.7) and our new 

4-th order vorticity boundary  condition (4.2.11). has been been established in

4 .2 .2 .  We only analyze the convergence o f the  one w ith  Briley's formula here, 

since the consistency analysis of it will tu rn  ou t to be more technical than that
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of our new 4-th  order formula, by which we hope to explain the  methodology 

of S trang  type expansion. As we can see. direct trunca tion  error analysis gives 

us fourth  o rder accuracy for the m om entum  equation, bu t only third order ac­

curacy for the  vorticity on the boundary if Briley's formula is used. Below, a 

more careful truncation  error analysis will be carried ou t by including a higher 

order te rm , which is known as Strang type analysis to construct approxim ate 

s tream  function. In addition, the  construction of the  approx im ate  vorticity needs 

some technique: first, the approxim ate in term edia te  vorticity variable will be 

constructed  via finite difference of the approx im ate  s tream  function: then, our 

approx im ate  vorticity field will be constructed by solving a linear system through 

the app rox im ate  interm ediate vorticity variable. T he  eigenvalues corresponding 

to the linear system  are controlled. To m aintain  h igher order consistency for the 

approx im ate  vorticity. we add an 0 ( h A) correction te rm  to  the  exact vorticity on 

the b oundary  when we set its boundary condition, which leads to the convenience 

when its finite differences are computed.

All the  analysis in this section can be carried ou t to our new formula, which 

is more s traightforward, no expansion is needed.

4 .2 .4 .1  C o n s is te n c y  A n a ly s is

D enote iPe- x e as the exact solutions, extend v e sm ooth ly  to  [—1 — S. 1 4- d]. 

and construct the  approxim ate stream function 4* =  ive + h^ib with

(4.2.31) r ( j : .  t) =  +  1)(1 -  x ) 1 -  ^ 3 { t ) {x  -I- 1)2(1 -  x ) .
4 4

where a ( t ) =  — J(t )  =  T he choices of a ( t )  and .i(t) will

guarantee  'Ir to satisfy higher order truncation  errors in Briley's formula, which 

we can see later. It is obvious th a t  (say at the  left boundary  x 0  =  — 1)

(4.2.32) r ( - l )  = 0 .  dxv ( - 1) =  - ^ ^ u - e( - l ) .
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8 0

To estim ate  u.  we can see tha t =  0. which implies th a t

(4.2.33) IM Ic -  =  IMIc* < C \ \ u e \ \ c ' -  if m  >  3 .

Moreover, our definition of o(f)  and J( t )  implies th a t  |dta(£)|. \dt3{t)\ < C | |5 (c>'’ i.v!lr0- 

To have a  good estim ate  of !|d(c ^ c e ||c0- which is exactly  ||c£<9£ calico- "'e see tha t 

dt v e satisfies

( 4 0  34) |  (dr -  i)d t v e =  d tuje . in [ - 1 . 1 ] .

[ d t L e =  0  a t  x  =  — 1 . 1 . 

which implies tha t ||d£f e | |c 5 <  C\\dt^ e\\c3- On the  o ther hand, ||<9 £a,v| |<~3 can 

be controlled by the order of ||ti;e| |c 5 from our original vorticity equation th a t  

f a  = (&2X -  1 ) The combination of the  above argum ents  indicates that

(4.2.35) |c>£a ( 0 | .  \dt J(t ) \  < C\\dt&lue\\c° <  C | |c U -c | | C 3 <  C | M Cs <  C | | r e||C7 .

and the fact th a t  dt ix =  ^(x 4- 1)(1 — x ) 2dta( t )  — | ( x  4- 1)2(1 — x ) d t3(t )  gives

(4.2.30) iidfc i | c -  =  i|d£c i |C3 <  C ||o \, | |c - • if m >  3 .

The construction of the approxim ate vorticity is quite  tricky. F irs t  we define
t 2

(4.2.37) n,- =  ( ( l - — ) D 2 - l ) # , .  for 1 <  i <  -V — 1,  

and then recover Q by solving the following system

(4.2.38) ( l  +  ^ D ; ) n ,  = n t .

We should mention th a t  (4.2.38) always has a solution since the  eigenvalues of
h ° *>the m atrix  corresponding to 1 4- are all non-zero. On the o th e r  hand, the

im plem entation of (4.2.38) requires the boundary value for Q. To maintain the 

higher order consistency needed in the truncation  error estim ate below for the 

discrete derivatives of the  constructed vorticity. we introduce

(4.2.39) 2  =  2 t 4- 2 ->. where Di =  —-— d^.txe . 2o =  (d2 — l ) r  .
241)
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where h A2 1 is the 0 ( h A) truncation  error of ((1 — ) D \  — l ) v e — (1 4- y^D;;)u-y. 

hAZ'2 is the 0 ( / i 4) part of h4( ( l  — — l ) t ; .  T h e  boundary  condition for Q

(say a t xo =  — 1 ) is imposed as

(4.2.40) Q0  = ^ ( Xo) + h * 2 0 .

and fi.v can be determ ined similarly. The purpose of this choice can be seen in 

the following lemma.

L e m m a  4 .2 .2  We have on the grid points x t , 0 <  i <  N ,

(4.2.41) Q =  x e 4- h A2  4 -0 ( / i 6 ) | | ^ e |ic8 - 

Proof. F irst we note th a t

( i  +  ^ ) n =  ( u - ^ - i ) *
(4.2.42) ~

=  ( d  -  -  l ) c .  +  h \ (  1 -  £ ) D l  -  l ) r .

where the  first term  can be estim ated  via local Taylor expansion

((1 -  ^ )D l  -  l ) t -e = (1 + -  ^ - : h xdtu;e + 0 ( h 6)\\ue\ \ ^
(4-2.43) -  "

=  (1 +  -pD iU -e  + h * 2 x +  0 (^ )1 1 ^1 1 0 . .

where J>i was introduced in (4.2.39). and the second term  appearing  on the right 

hand side of (4.2.42) can be trea ted  as

A4( d  -  ~ ) D l  -  l ) i "  =  h ' O l  -  1 )£  + 0 ( A 6 )||i5i|c .
(4.2.44)

=  h ' Z i  + O ^ W V ' W c * ,  

where we applied (4.2.33) and 2o was also in troduced in (4.2.39). T he  com bina­

tion of (4.2.42). (4.2.43) and (4.2.44) gives us

( l  4- ^ D j )Q  =  (1 +  ^ D ' i ) x e + h'Z-x 4- h lZ 2 +  0 ( h 6 )H^ellos
(4.2.45) " ;

=  (1 4- — D~)sXe 4- h ‘-l,’ 4- 0 (/z 6 )||tye||C8 .
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O n the  other hand, the fact th a t  ||£>'-d|c° is bounded by the o rder of ||tvl!c" 

from our construction  of 2  gives

(4.2.46) ( l  -f- —  D “)(a.-e +  =  ( 1  4- — D~)uje 4- hA2  +  0 ( /z 6 )||tye| |c s •

T he  com bination of (4.2.45) and (4.2.46) shows th a t  a t  interior grid points x,. 

1 <  i <  .V -  1 .

(4.2.47)

On the  boundary  (say a t i =  0). (4.2.40) indicates

(4.2.48) Q0  — (^’e 4- h luj)o =  0 .

, 2 ,y
Since the  m a tr ix  /  +  j^D~  is uniformly diagonally dom inant, we ob ta in  (4.2.41) 

from (4.2.47) an d  (4.2.48). Lem m a 4.2.2 is proved.

Xext we look a t the truncation  error of the diffusion term. By Lemma 4.2.2 

and the fact th a t  2  and its divided differences up to  second order are bounded 

by the order of ||e-e| |c s- we have

(4.2.49) |Z ^ (f i  —u.e)| < C / z ' | | f e| |c* .

which along w ith  (4.2.41) gives us

(4.2.50) ((1 -  ^ ) D ;  -  l ) f i  =  ((1 -  -  l)u /e +  0 { h ^ e\\c^ -

On the  other hand , local Taylor expansion of shows tha t

/ 2 i '2
(4.2.51) ((1 -  ^ ) D ' i  -  l)u ;e =  (1 +  -  l)u;e +  0 ( / i 4 )||u/e||c« •

The com bination of (4.2.50) and  (4.2.51) implies th a t

(4.2.52) ((1 -  -  i ) f t  ■ ( !  +  -  i k  +  o < * 4 )I* .IIc* ■
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Xow we estimate the tim e marching term. At the interior grid points x,. 

1 <  i <  .V -  1.

d , Q =
(4.2.53) :

=  a« (( i  -  -  i ) f .  +  A4a . ( ( i  -  ^ ) d \  - 1 ) ^ .

where the first term can be trea ted  via local Taylor expansion and  the  kinematic 

relation between ive and

(4.2.54)

and the second term can also be controlled by

(4.2.55) / t la £(( 1 -  ^ )D'i -  l ) c  =  h Adt{di -  l)tg 4- 0 ( h &)\\dtxb\\c* -

Again, by (4.2.34), we have the  following estimate

(4.2.56) ||djli?e||c6 — C l l c ^ ’ellc -1 <  C||a,’e | |r 6 5: C11 ti-’e 11C8 •

where the original PDE th a t  dt^ e = v[d2 — l)~y was applied in the  second 

step. The te rm  \\dtTp\\c* appearing  in (4.2.55) can be controlled by (4.2.36). The 

combination of (4.2.53)-(4.2.56) shows tha t

(4.2.57) dt (l  4- ^ D i ) Q  -  dt (l  + ^ d 2r ) ^ e =  0 { h ^ ) ||t ’̂e ||cs •

Combining (4.2.57) and  (4.2.52). the estimate for time marching term  and

diffusion term  respectively, and  applying the original vorticity equation which

implies t hat  ( 1  4- ^ d 2) (d tu;e — v{d2 — l)*^) =  0 . we arrive at

(4.2.58) dt( l  4- ^ D 2x )Q -  */((l -  }̂ ) D ' i  -  l ) n  =  0 ( / t  *)||C’e ||c 8 ,

at grid points x,. 1  <  i <  .V — 1 .
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Finally we look at the boundary  condition  for fi. We will show th a t  Q 

satisfies Briley's formula applied to vF up  to  0 { h x) error. To verify it. first we 

have a look a t  the expression appearing  in Briley's formula (say near the  left 

boundary  x Q =  —1 )

(4.2.59)
3 2 / 3 2 \ 3 ~ 2 -

QvJfj _  — vjr.3 -j- -V l/3  — ^6t!>e ( X i )  — ~ U e ( x 2 ) +  g L'e X̂:i^) +  ^ 4 ( 6 t i ’l — +  g ^ 3 ^ ’

Tlie first term  can be estim ated via Taylor expansion of r e. keeping in m ind th a t

t  e(^o) ^x^e(*t^o) d

(4.2.60)

G'--e(-ri)  -  | c - e ( x 2 ) +  ^ e ( x 3 ) =  h2d l c e{x0 ) +  ^ h oc ^ c ’e ( x 0 ) +  0 ( / i 6 ) | | ^ e | | C6 .

The estim ate of the second term  appearing  in (4.2.59) can also be carried ou t via 

Taylor expansion and our construction o f  i '

hA(6w i — — t£o +  ^ ^ ’3 ) =  y / i 39 i i,'( io) +  0 ( / i 6) | |e | |c^
(4.2.61) “ '

=  / ^ c e(x0) +  0 (h 6 ) | | f e||c s .

where we used (4.2.32) and (4.2.33). As we can see. the 0 ( h ° )  terms appearing  

in (4.2.60) and (4.2.61) cancel each o ther if we put them into a combined term  

b'l'! -  4- I 'Fs  because of ou r  special choice of a(t )  and .?(/). The reason of

the choice can be seen more clearly here. T he  combination of (4.2.59), (4.2.60) 

and  (4.2.61). along with the  fact tha t  ^ (-^ o )  =  (d 2 — l ) c P(xo) =  d2u'e(^o) since 

vanishes on the boundary, gives us

(4.2.62) 6 v&i — - ^ 2  +  g ^ 3  =  h “»uv(jro) -f -0 (/i 6 ) | |c e| |c ,> •

in o ther words.

(4.2.63) -.•(.(•fo) =  ^ 2 (6 ^ 1  — ^ 2  +  ^ ( ^ 4 )Hc'ellc 6  •
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On the o ther hand, ou r definition of f>0 in (4.2.40) and  the  fact th a t  |a}0| <

C11 (.vile-6 implies th a t  the  difference between Q0 a °d  x e(xQ) is of order 0 (/t4 )||c>e||c«- 

Then we ob ta in  the  boundary  condition for Q:

(4.2.64) f>0 =  ^ - ( 6 ^ 1  -  4- ^ 3 ) -r h Ae 0 . where |e 0| <  C||c.-e| |c 6 •

4 .2 .4 .2  E rro r  e s t im a te s

For 0 <  i <  N .  we define

(4.2.65) =  iL\ — 'F , . Z\ = x t — Q, .

and the error function for ZJ is defined a t  grid points x t. 1 <  / <  -V — 1,

(4.2.66) Ut =  uJi -  U t =  (1 +  ^ D l ) Z t .

Our consistency analysis carried ou t above gives a closed system for error func­

tions

where the  local truncation  error f  satisfies | / J  <  C h 4 1|cvllc'- On the boundary, 

(say at the  left boundary  point xo =  —1 )

(4.2.6S) o/’o =  ^ ( 6 * 0  — ^ ^ ’2  4- ^ ’3 ) +  h A& 0  ?

where je0| <  Cjlcellc6- (4.2.68) comes from Briley's formula (4.2.7) and our 

estim ate for Q0  (4.2.64). In o ther words, the error function of vorticity and the 

error function of s tream  function satisfy Briley's formula up to 0 ( h A) error.

T he system of the e rror functions (4.2.67) along with (4.2.68) is very similar 

to the fourth order scheme (4.2.5) w ith  Briley's formula (4.2.7). except for local 

truncation error terms / ,  h 4e 0. T he  procedure of s tab ility  analysis carried out 

in 4 .2 .2 .1  can be implemented here similarly.
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M ultiplying (4 .2 .6 0  by —(1 +  ~ D 2)i- gives

(4.2.69)

(-(I + + ( d  + (d  -  -  l)a

=  ( - ( i  +  g e = ) J . / > .

The term corresponding to  local truncation  error can be controlled by Cauchy 

inequality

(4.2.70) ( - ( 1  +  ^ D n- ) C . f )  <  C | |v | | -  + C | | / i | 2 .

and the results corresponding to  the tim e marching term and diffusion term are

analogous to  (4.2.15) an d  (4.2.16)

h 2 ^  , h 211 . rvn

<4' , U =  s i f a  -  t W ^ i *  +  * *  “ n (1 -  T 5 > | |^ | | ' 2) •

(4.2.72)

^  _  1 9 ^ ^  — 0 ^ ’} =  +  +  — (c.-i—’o +  l^ v - i^ v )  •

The estim ate  of th e  boundary  term B  = B\ + B->. where B\ = ^{v\Z'q) and 

B -2 =  ^ (c ’.v-iT’.v) is sim ilar to  th a t  in 4 .2 .2 .1. The boundary condition for Z’q in 

(4.2.68) gives us

(4.2.<3) Bi =  (6b'i — - t 'o  +  +  h3eo) ■

Analogous to (4.2.18). we can rewrite the  term 6 1 ^  — +  f t -3 as y tiq  —

Y^h'2D 2i-x 4 - ^ h 2 D 2xy2. T hen  the procedure in (4.2.19) can be repeated  to es­

t imate B\ here, where we will use Cauchy inequality to estim ate  th e  error term

(4.2.74) _

l ~  T s h2D2^ 1 +  +  ^ L'ie o

l l t ' f  1 192 - 2  1  . _ 2  -  ,2 , 1 22 1 2 -  1 Cj>
-  2 ^ h  -  a * § r f  -  -  - 3  -  h V °3/rl

>  5 l O | J , | 2ft -  \ \ D l * 2?h  -  h ' 4  .
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Similar to (4.2.20). we arrive a t

(4.2.75) 6  >  - i  £  h \ D l ^ , \ 2 -  h \ e i  + e 2.) >  -  A’ ,
“  t = 1 . 2 . V — 1 , A ' —2  

if h is small enough since |eo|. |e,v| <

Since t  o =  l',\ =  0. we can use the sam e argument as in Lemma 4.2.1 to 

conclude that

(4.2.76) ||(1 -  ^ ) D 2M  <  | |((1  -  t ) £ > ;  -  l ) r | |  =  ||(1 +  .

Substitu te  (4.2.76) into (4.2.75) and  (4.2.72). we obtain

(4.2.77) ((1  4- ( ( t  -  t ) D l  -  I ) ; )  >  - f t 8

Combining (4.2.77). (4.2.72) and  (4.2.71). denoting E  as

(4.2.7S) E  =  (1 -  ^ ) | | V ^ | | 2 +  |M |2 -  y j d  -  .

along with the Poincare inequality  for xb which states th a t  | | f | |  <  C ||V /,c | |  since 

v  vanishes on the boundary, we arrive at

1 d E
(4.2.79) - — < Cl l / H2 +  C i v ’ll2 +  A8 <  CH/112 +  CHVfcfH2 +  h8 .

Integrating in time, we obta in

(4.2.80) E  < C  [ T \ \ f \ \2 dt + C  [ T \ \Vhc\\2 dt + 2 T h s + 0 ( h 8) .
Jo Jo

where 0 ( h 8) is the  initial te rm  of E(-.0). By our construction of 'I', we have 

(.'(•. 0) =  /t!c(-.0). Moreover, we get 0 ( h 8) <  C /t8| | f e||^*. T he  fact tha t | |D 2c | | 2 <

^ r | | w h i c h  implies th a t  ||V/!t/>||2 <  E .  along with (4.2.80) leads to

(4.2.81) \ \VhC ' f < c [ T \\ f \ \2 dt + C  f T || V /,y | |2 dt 4- C T h 8 +  Q{h8) .
Jo Jo

By Gronwall inequality. we have

(4.2.82) i|V/,(.'|!2 < C  f f  \ \ f { - . s ) \ \2 ds + C T h 8 + 0 { h 8) <  C /i8(||cV| | ^  + T ) .
Jo
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Thus, we have proved

4.2.83) I V f c M - , 0 -  Ve(t))\\L> < C h A(\\L-e\\c * + T )

which gives the convergence of the  fourth  order scheme along with Briley's formula

(4.2.7).

4.3 Analysis of EC4 Schem e for 2-D NSE

4 .3 .1  D e sc r ip t io n  o f  th e  sc h e m e

Essentially Com pact Fourth  order scheme (EC4) for XSE (4.1.1). (4.1.2) was 

proposed by E and Liu in [ELV2]. M otivated by the  fourth order approxim ation

to A  in 2-D

+  ^ - D z D 2
(4.3.1) A  =

thev discretize XSE in 2-D bv

6 z >J
1 +  § A ,

+ 0(h<)

14.3.2)

dtUJ = ( A h +  -  A r c  .

h 2
e- l r =  0 .(A  h + - D l D l ) u ; = Z : .  

h~
(1 +  — An)uJ =  ^  •

where the in term ediate variable 37 was introduced as 37 =  (1 -t- and the

approxim ate  nonlinear term  J\fC is given by

i 2    1 .2  i  2

( 4 .3 .3 )  A fC  = D x( 1 +  — D 2y)(uuj) + D y( 1 +  — D 2x ) ( vuj) -  ^ A k ( u D ^  +  vD yu; ) .

Xote that  the implem entation of the  th ird  term  of (4.3.3) needs the boundary 

value o f  u D x - r  r D y^;. Since the velocity u  vanishes on the boundary, we can

set

(4.3.4) (uD xuj +  v D y =  0 .
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The velocity u  =  ( —dy ip\dx ip) can be valued by using the s tan d a rd  long- 

stencil 4-th order formulas:

Note tha t  the  im plem enta tion  of (4.3.5) near the  boundary  needs "ghost point" 

values of u.  which was discussed in Section 4.2 Corresponding to the  new 4-th 

order vorticity boundary  condition we will s ta te  below, we adop t the following 6- 

tli order one-sided approxim ations  for ip a t  "ghost" points, (say. near Tx . j  =  0). 

which are 2-D versions analogous to  (4.2.9) and  (4.2.10) as we presented in 1-D 

case

On the boundary, we use the  no-slip boundary  condition u  | r =  0.

The boundary  condition for vorticity has been discussed in Section 4.2. For 

simplicity of our analysis below, which does not need the  correction term  h*xp 

as we added in 4 .2 .4 .1 .  we use our new 4-th  order vorticity boundary  formula 

corresponding to (4.2.11) in 1-D case, which can be derived from (4.3.6) and

T he last term s in (4.3.6). (4.3.7) and  (4.3.8) vanish if no-slip boundary condition 

for velocitv is assumed.

(4.3.5)

(4.3.6)
0 i £✓ T* *

=  l O t f u  — 5 ^ , 2  +  — — ~ tPi.2 — o h (  —— )[.o  +  O ( h ^ )  .
3 4 Kd y

(4.3.7)

(4.3.7)

(4.3.8)
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T h e o r e m  4 .3 .1  Let u e €  L°° ([0. 7*]: ) be the solution of  the Navier-

Stokes equations (4 - l - l ) - (4 - l -2 )  and Uh be the approximate solution of  EC4- then

we have

(4.3.9)
c C C ' T ]

il^ _  u h\\L^C[0.T}.L-) — C ^ 4||'u e|U^([0.r].C7o)(l +  !! u e IL^([0.T].C’5) )e*P |    j  •

where C '  =  (1 4- | | i i e |U * ([o .T ] ,c s ) ) 2 -

4 .3 .2 . C o n s is te n c y  A n a ly s is

We denote v e, u e.uie as the  exact solutions of XSE. and extend we sm oothly  

to [ —d. 1 -r <)]2. Let i j  =  ihe(x i .y j )  for —2 <  i . j  <  .V 2. and construct U, V  

via the finite differences of

(4.3.10)

i f ,  = —Dy(l  -  Y D y ^ '  Vid = D ^ 1 ~  for 0 ^  L J ^  -V

The construction of the  approxim ate  vorticity is similar to th a t  of 1-D case. First 

we define

h~
(4.3.11) fi,.; =  (A/, -i- — D l D l ) ^ .  for 1 <  i . j  <  .V — 1 .

and then recover f> by solving the  following system

(4.3.12) (1 +  =  V t.j -

once again. (4.3.12) always has a  solution with suitable boundary condition for Q 

since the eigenvalues of the m atr ix  corresponding to (1 +  y^A/t ) are all non-zero. 

The boundary  condition for Q (say on Tx. j  =  0) is set to be

(4.3.13) fi,.o =  (^’e)t,o +  h^^jj o • 0 <  i <  .V .

where the function J} is introduced as

M.3.14) = +
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Wo should mention here th a t  h A2  is ju s t  the  0 ( h A) truncation error of (Aft -f 

' r̂ D~D*)ve — (1 +  which is corresponding to h A2 x as in (4.2.39) when we

dealt with the 1-D case. Here we d o n 't  need the h'Z-y te rm  appearing in (4.2.39). 

which corresponded to  th e  correction term  h4c .  since we adopted th e  new 4-th 

order vorticity formula (4.3.8) instead of Briley's formula. The purpose of the 

in troduction of h 42  is still to  m ain ta in  the  higher order consistency needed in the 

truncation error estim ate  below for the  discrete derivatives of the constructed 

vorticity. as we can see in the following lemma, which is analogous to  Lemma

4.2.2.

L e m m a  4 .3 .1  We have at grid points  0 <  i . j  <  .V.

(4.-3 .15) Q  =  wu’e 4- hAui +  0 ( / i 6 ) | je ;e | | c s .

P r o o f .  O ur construction  of Q and  'If and Taylor expansion of t-e and uje 

indicate th a t  at grid poin ts  (x t, y j ), 1 <  i . j  < N  — 1.

where 2  was introduced in (4.3.14). (4.3.16) gives

(4.3.17) (1 +  ^ A , ) ( Q  -  h42) =  —j^A/tiD +  0 ( / i 5)||c,’e ||c s =  0 ( / i 6)||c-e||c * .

since the second order differences of 2i is bounded by | |# e ||Cs. (4.3.17) along with

(4.3.13). the  boundary condition  for Q, and  the property  th a t  the m atrix  /  +  y^A/, 

is uniformly diagonally dom inant, lead to  (4.3.15). Lem m a 4.3.1 is proved.

One direct consequence of (4.3.15) is th a t  

(4.3.IS) (A/, +  ^ D jD 2y)n =  (A,,  +  ^ D iD l)u ;e +  G(hA)\We\\c * .

which along wi th Taylor expansion of uje th a t

(1-3.19) (Aft +  l̂ D i D l ) ^ e =  (1 +  ^ A ) A ^ e +  0 ( / t ,)| |ce|!c^ -
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indicates the es tim ate  of our t ru n ca tio n  error for the diffusion term

(4.3.20) (Afc + ^ - D 2xD 2y)Q =  (1 4- ^A)A^v + 0 ( / z 4 ) | k v | | c *  ■

Next we look at the  convection term , which is the A  £  term applied to U . I* 

and  Q introduced in (4.3.3). F irst we estim ate  the  difference between U . I '  and 

u , . O ur definition of U.  V’ and T aylor expansion of tv  shows th a t  a t the grid 

points (.r,. tjj). 0  <  i . j  <  X :

(4.3.21)

1 = Ue +  3 ^ ^  +  * r  =  +  ° ( /l5 )H^||c«* -

T he  com bination of (4.3.21) and  (4.3.15) gives th a t

(4.3.22) D A I  + ^ D ' i K U Q )  = D A I  +  ^ D 2y){ue^ e) 4- 0(/t4)||cv||c*lke|ic* •

which along with the Taylor expansion of uejje th a t

D A  1  4- —  D'y )(uex e) =  ( 1 4 -  — A )dx (uex e) 4 - 0 ( / z 4 ) | | u e ^ e i l c =b b
(4.3.23)

=  ( 1  +  — A ) d x ( u e x e )  +  0 ( h 4 ) | | v v | ! c « l k e | | r *  •b
leads to the estim ate  th a t

(4.3.24) D A I  + ^ D - 9)(UQ) = (14- y A )dx {ue^ )  4- O(fi4)||tvilro||tv||c- - 

T he  o the r  convection term s can be tre a ted  similarly

(4.3.25) D y ( 1 4- ^ - D i ) { V Q )  = (14- ¥ - A ) d y (veu;e) + Of**1)j|e-e II| | c-  -
O D

jl‘2
(4.3.26) ^ A h(L'Dxn - r - \ ' D yQ) =  — A { u edxu;e + v cdyx e) 4-0(h4)||cvllHKvijr' •

T he trea tm ent of time m arching  term is also similar to th a t  of 1 -D case. 

Xote th a t  at the grid points {xl . y J), 1 <  i . j  < X  — 1.

(4.3.27)
t 2 ^2

dt ( l  4- —  A h ) Q  =  (A/, -+- — D 2D 2)dt ii)e
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h2
whore the  first te rm  is exactly (1 4- —  A ) 9 tu;e. and the  estimate of the second term

will resort to the Schauder estim ate  to  the following Poisson equation  satisfied 

by dt l\.

A idtWe) — dtu;e . in f i .
(4.3.28)

dt iDe =  0  , on T .

which leads to

(4.3.29) llc^CeUc6 -0  <  C\\dtule\\c*-a <  C ( lk ’e!|cs-Q ii^'eik'7-" il̂ -V i|c5-° ) •

where in the second step we applied ou r  original XSE again, as we did in the 1 -D

case. Then we arrive at 
/ 2

(4.3.30) dt( 1 -t- —  A/,)f2 =  ( 1  4- —  A)c?ta'e -}-0 ( / i 4) ( || t ’e j|c*-0  +  lk ;ellc7-" lk'e(|c5 a ) •

Finally, the combination of (4.3.20), (4.3.24)-(4.3.26) and (4.3.30) completes 

the truncation  error analysis for the m om entum  equation: a t grid  points (x,. yj).

1 <  i . j  <  -V -  1.

(4.3.31)
j 2 L 2 ; 2 / “

( 1  4- ^ - A „ ) d fQ + D A 1 +  — D2y)(UQ)  4- D y(l +  —  D'i)(vn)  -  - ^ A A(£'Dr fi + VDyQ)12 b b 12
=  u ( A u + l̂ D l D 2y)0 + O ^ K W u A c ^  +  | |u e||c*l|ue||C7) •

where we applied the XSE. which implies that ( 1  4- p j A ) ^ c 4- V  • ( )  — 

u A ^v) =  0.

T he  estim ate of f> on the boundary" is very s tra ightforward here. As we can 

see. one-sided Taylor expansion of t>e a t  the boundary shows th a t

(4.3.32) (—v)«.o =  ^ 7 (8 ^i,i — 3 ^ , . 2  +  g ^ 1-3 — +  t-vllc,rt •

whose combination with our definition of fi,,o in (4.3.13) and the  fact tha t p,.oi < 

C | | f c ||f -6 . indicates the vorticity boundary" condition up to 0 { h A) error:

(4.3.33) fi,.o =  — (S'I'i,! -  3 '1I 1, 2  +  - ^ [ . 3  -  g ^ i . 4 ) +  ^ ( / tk lk 'e l l r - ' ' •
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4 .3 .3  Error estim a tes

For 0 < i.j < .V. we define

(4.3.34)

- '-j i.j ^>.J • ^i.j  " i.j • a t.J — -̂t.j i_j . l’i j  — L\ j I , j  .

In addition, the error function for jj is introduced here at grid points (x t. y } ). 

1 < i . j  < -V -  1

(4.3.35)
h 2

^i . j — ^i . j  ~  &i.j — ( 1  +  —  A/Ju^.j .

Our consistency analysis in 4 .3 .1  shows tha t

(4.3.36)

h2
d tuj 4- £  — t / ( A h 4- —  D~ D~) uj 4- f  .

h “ h “
(A / ,  4- — D~Dy)?l- =  (1 4- — A/,)^,’ . c  |r =  0 .

u  =  - D y { l - ^ D l ) w ,  V =  £ > x ( l  -
/ r  
6

whore the local truncation error | / |  <  C /i 4 | |tie| |c * ° ( l4 - | |u e ||c i)- and the linearized 

conyection error £  is represented as

(4.3.31

F *) F *>
£  =  D x ( l  4- 4- u i )  4- D y( l  4- ~ ^ D i ) ( v 9 .  +

h 2 — _ —  /i~ __ —
A J i r D ^  4- v D y£j) — —  A/i(uZ0r f2 4- i 'Dy9 )  .

On the boundary (say near ITX. j  =  0). we have

(4.3.38)

1 ~ o '  8 -  1 - x , ,
^'i.O — ^ ( 8 t - ' t.l ' 3t^,,2 4" gV ’:,3 ~  g {' , -l) +  "  e : •

-  -  5 - 1 -
=  lOt',.1 -  5 ^ .2  +  2 ^ -3  ~  4- 0 ( / T ) | | l i e | |o r- •

whore j<j| <  C ||u ,, | |C5 - T he  first equality  in (4.3.38) comes from our numeri­

c a l  boundary condition (4.3.8) and ou r  estim ate (4.3.33): the second estimate in

(4.3.38) comes from our numerical "ghost point" value (4.3.5) and Taylor expan­

sion o f tv.
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Our s tra tegy  of es tim ating  the  error functions is similar to th a t  of 1-D case. 

M ultiplying the vorticity error equation  in (4.3.36) by — ( 1  +■ y^A/,)c-. using the 

fact that u  vanishes on the  b oundary  which indicates tha t  (the derivation of the 

following identity  is sim ilar to  th a t  of (4.2.14))

(4.3.39) —((l +  ^ A * k ~ .  dt5 )  =  —( ( l  +  y ^ A /J t i) . ( A fc +  ^ D 2xD ; ) d t C') =

where E  is denoted as

(4.3.40)

E  =  I I V » c ' ! i 2  -  +  $ 5 ( 1 1 0 , 0 ^ 1 1 *  +  l l ^ o y - l l 2 ) ,

and applying Cauchy inequality  for ( ( 1  +  pj) A/,t/.\ / ) .  we arrive a t

1 cLE /  h 1 ~ h2 ,  ,  \  /  h 2 -  \
(4.3.41.) 2  ~d~t + K ( 1  +  1 2  )^ '  ( ^  + Y D :V-y)“ )  ~  ( ( 1  +  . £

< C | |^ | |2 +  C || / | |2 .

The estim ates of the  diffusion and  convection terms are presented in the 

following two lemmas. T he  proofs of them  will be given in Section 4.4.

L e m m a  4 .3 .2  For sufficiently smal l  h, we have

(4-3.42) ( ( 1  4- ^ A fc)iM ( A a +  ^ Dl D l)Q) > ^ | p | | 2  -  h 8 .

L e m m a  4 .3 .3  .4-s.sume a-prior that the error function  f o r  the velocity field, satisfy

(4.3.43) | |u |U «  < A ,

then  we have

h 1
(4.3.44) (l  + - A h )w.  £ ) |  < C \ \ V d ' \ \ 2 + ^ \ m 2 + fiS .

where C was defined in (4--i-d7) a n d C  =  + C ( 2 + | |u f ||c i )2+ C \ \u r 11( .

Tlien we go back to our convergence analysis. First we assum e th a t  (4.3.43) 

holds. Plugging (4.3.44). (4.3.42) back into (4.3.41). we obtain

(4.3.45) <  ( l +  +  C \ \ f \ \ 2 +  + (C  + C ) |!V /lt' | | 2  -  ^ \ p \ \ 2 .
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As we can see. I N I 2  can be absorbed in the coefficient of H V^cd' since the 

Poincare inequality for I N !2  <  C ||V *w | | 2  can be applied here. Integrating in 

tim e for (4.3.45) gives us

(4.3.46) [ T m \ 2dt < C  [ T ll/H2  dt + C  f T || V a c ’ll2 dt + C T h *  .
8  Jo Jo Jo

Since the property of v  th a t  it vanishes on the boundary  indicates

(4.3.47) \ \Vhv\\2 <  3 ( | |V a ^ | | 2 -  -  ^ | | £ > xD y<.~!!2) .

which implies th a t  5 l|V/,c ; | | 2 <  E ,  we arrive at

A y* ^  'J'

(4.3.48) !! Vac'll2  + ' - £  [  \ fi\\2 dt  < C  f  ( \ \ f \ \ 2 + hs )d t  + C  f  | |V ftt'H2 d#.
8 Jo Jo Jo

By Gronwall inequality, we have

IIV N lI2 <  C e x p { c r }  f T ( \ \ f { : s ) f  +  h a ) d s

(4.3.49) fC C 'T A
<  C /i8exp | — - — j  | |u e| | 'N o ( l  +  I N H c ' ) 2 •

since C  < ( cu r  where C* was introduced after (4.3.9). Thus, we have proved

f C C ' T  ~\
(4.3.50) ||tx(-. t) -  u ( 0 l N  <  C h 4 | |u e||c r.0 ( l  +  | |u e||c*)exp | |  . 

which implies (4.3.9). Using the inverse inequality, we have

(4.3.51) I N N  < C h 3 .

Now we can resort to  a s tan d a rd  trick which asserts th a t  (4.3.43) will never be 

violated if h is small enough. Theorem  4.3.1 is proved.
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4.4 P roof o f the Lemmas in Section 4.3

For the convenience of the  analysis below, we define !|-c||ir by

0 < i .j < jV

Note th a t  the difference between |[u)||n- and ||<2’|| is tha t  |p | |u -  involves the  bound­

ary values of JO-.

To prove Lem m a 4.3.2. the estim ate of the  diffusion term, some preliminary 

results in the following Lem m a 4.4.1 are needed.

L em m a 4 .4 .1  W e  h a v e

Proof o f  Lemma f . f . l  The proof of Lem m a 4.4.1 is similar to Lemma 4.2.1 

in 1-D case. Since I r=  0. we can Sine transform on both directions,

i.e..

(4 .4 .3 )

(4 .4 .2 )

( 4 .4 .4 ) =  ^  Vk,i s i n ( f c T T X j )  sm{i~yj) .
k.(

Again. Parserval equality  gives

If we introduce

we obtain the Fourier expansions of D x ip and

(~*- 1) =  ^ 2  f k  - D y L'i.j =  X >  L'k.i ■
k.l k.l
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which in turn implies tha t

(4.4.8) 51  =  5Z KA/, 4- —  D'lD'y)vl.J \2 =  5 1  +  f t  4- — fk9e)2 j<A.r|
i .j i . j  0  k.e  D

Similarly, we have

$ 2  K1 +  ~aD y =  E l ( 1 +  T"0*)AI"]<-'*.f| •

>j k,e °
(4.4.9) 2 , 2

5 2  K1 +  =  51  K1 +  - g - A ) ^ |2| t ’*./| •

On the  other hand, the fact th a t  —^  <  / / t , ^  <  0 shows th a t

(4.4.10) \gt 4 - f k 4- — fk9i\~ >  1(1 4- —  gt)fk\~ 4- |(1 4- — fk)Qi\~ -6 6 6

(4.4.11) | gt 4 - fk  4- — Jk9t\~ >  {fk + 9e ~  gfk9e) > ~{ fk  4- gi)  -

by direct calculations. The com bination of (4.4.8). (4.4.9) and  (4.4.10) gives us

(4.4.3). (4.4.2) can be argued in a  similar fashion. Lemma 4.4.1 is proved.

Now we go back our proof of Lemma 4.3.2.

Proof of  Lemma 4-3-2 Sum m ing by p a r ts  and  keeping in mind th a t  c  (r =

0. (which is similar to the process in (4.2.15)). we have

(4.4.12)

| ( 1  4 -  2 \ fl );_•. (A /t 4 -  — D~Dy)uj^  =  ^ ( A h  4 -  — D~D~)v  . ( 1 4 -  —  A /,)^ ^  4 -  B .

where the first term is exactly ||u; | | 2  since (A/, 4- ^-D'].D^)w =  ( 1  4 - j^ A /,)^  =  T. 

and the boundary term B  can be decomposed as three parts  B  = B\ 4- B> 4- B :i.
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where

Si — 5Z ((* +  ~jrDx)Vi,i-^z,o 4- (1 4- — D~)ut. . \ - i-w't.A-))
i=i °  b

51 +  +  ( 1  +  J ' “ 'v.j))

(4.4.13) So =  — ^  (D ~ v uiD~-uJis) 4- D'Wi.x-iD'uJt'X)  
i -  . — 1t=I 

/ i4 •v - 1

-  j=i
_ I -

S 3  —  ~z ( C '[ .i-t/'o .O  +  k -i..V  —10,’0 ,/V  4-  t ^ V - l . l ^ V . O  4-  f . V - l . . V - l ~ . Y . . v )  •6

Next we e s tim ate  the three boundary te rm s separately.

L e m m a  4 .4 .2  1-Ce /iaue i/ze estimate

(4.4.14) j p | | 2 - C / i 9.

where is introduced as

(4.4.15) Sv = ^ 2  (c*7.1 + + 51 + Vx - i . j )  ■
. = 1  j = i

.v-i
Proof. The boundary condition for a> in (4.3.38) implies th a t  I d

i=i
h ~

iT t o includes two parts: /[ and  / 2. where
o

1 y h~ — -  — 8 - 1 -
A  =  ^ 2  5 Z  +  ■g- ^ x ) ^ ’t . i ( 8 i y i . i  — 3 ^ . 2  4-  - 1-’,,3  — .

<=1

T he term / 2  can controlled by Cauchy inequality directly: first, sum m ing by
• V - l  f )h

parts  gives I-> — h l c , , i( l  4- — D j)e ,.0. then we have 
1 = 1 6

»•■>■»-) a  - s  i  £  -  9 I " >  -  s ^ ) e , ) 2 a  - s  I  £  -  c "'
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since \e,_o\ < C [|ite ||(~5 . O ur main concern will be 1 Similar to the argument in

(4.3.2.29). the term  S c t.i — 3 f , . 2 4- §c>i.3 — can be rewritten as

(4.4.18)

Sc,. I — 3 ( . ,1. 2 - r - L ,1.;i — - C ' , . 4  — ^  C’, . i  — h~ ( D 2 ^  h~ ( D 2 I ' ) , o — ~  h~ ( D y  f  ),.3

which in tu rn  implies tha t  I\ can be expressed as

(4.4.19)
2o ^  

6  h t=i
23 V _ 1 h2 j v - i

+  =g E  +  T D 1 ) ( D ^ ) , S -  -  E  « i i ( l  +
£=t 8 t=l

where we sum m ed by parts  again, since xt |r =  0. Each term in I x can be estimated 

by Cauchy inequality

(4.4.20) 
v - ‘ / r  - .v-i

i=i 3 i=i

f  ; . , ( i  +  -  J *

f - ~ , , ( l  +  >  — g l ^ i P - ^ K *  +  £ # ) ( & > . *

( l  +  £  D i) ( D iC ) „

h 2 .

Since i - f  -  i ( ^  +  3|i +  i i )  > i | .  we have

13 .v- 1 i V - l

o u "  i= l "* i= l  j  =  1,2,3 u

The com bination of I  j and /•_» gives

.v-i

(4.4.22)
6 

.v-i
5^Ek. , iJ-jE E |(i + ̂ °9d»C

3 i = l  H i j =  1 . 2 . 3  °
h2 -  C7i9 .
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The treatm ent of the o ther three boundary  terms is exactly the same. Finally 

we obtain

1 „  h2 .
s ,  >  -  7 ft2  E l l ( l  +  - 0 2 )D 2 c - , j 2

OU ■* t = l  j  =  L U

( 4 " L 2 3 )  3  A»
- | a- y :  e  i d  +  ^ - D i j D j r . j p - c / i 5 .

4 i=i j = i  D

where B v was defined in (4.4.15). The combination of (4.4.23) and (4.4.3) in 

Lemma 4.4.1 implies (4.4.14). This completes the proof of Lemma 4.4.2.

Bo can be treated in a similar fashion. We still only look a t  the term 

^  D 2L\,\.D].2'lja here. Once again. (4.3.38), the boundary condition for 1- in-
I

dicates that ^  D 2v l. iD 2Z\,o includes two parts: / 3 and IA. which are denoted

as
.v-i

h  4  i  D l v t. y ( S D % A -  3D 2J i *  +  | d ^ , . 3 -  -
(4 .4 .2 4 ) N::[

I,  = h l J 2  D 2v tAD 2xe t .
1= 1

The estimate of / 3 and /.t is similar to th a t  of A and A. respectively. Repeating 

the arguments in the proof of Lemma 4.4.2, we can get (the detail is omitted 

here)

(4.4.25) S 2 >  - - L ^ I I c J d ^ H 2  -  C/i9  .

On the other hand, the fact th a t  \\D2D'2ip\\ < and \\D2D 2n'\\ <

implies

(4.4.26)

+  i|D„2Z ^ | | 2) <  i | ^ P  +  | r l l o 2v | | 2 <

where in the last step we applied (4.4.2) in Lemma 4.4.1. Substitu ting  (4.4.26) 

into (4.4.25). we arrive at

(4.4.27) Bo > - ± U f j f - C h \
16
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Finally. £>3 can be controlled by s tan d a rd  Cauchy inequality (still, we only 

look a t  the term  jrC'i.P'o.o)

(4.4.28) g i 'i .i^ 'o .0 >  ~  ~  ~p^h2ujQQ > -  — -  C / i 1 0 | |c y | |c '  •

where in the last s tep  we used the  fact th a t  po.ol <  C ^ 4 | p ’eilcs by our numerical 

and our construction  of Q in §3.3.1. As we can see. the first term  appearing  on 

the right hand side of (4.4.28) can be absorbed in the B^  term.

(4.4.29) B3 >  - J ^ B v - C h 9 .

Finally, the com bination of (4.4.14), (4.4.27) and (4.4.29) shows th a t  B > 

— ||! |u7 | | 2  — h8. whose substitu tion  in (4.4.12) is exactly (4.3.42). Thus we finish 

the  proof of Lem m a 4.3.2.

Before we proceed to the proof of Lem m a 4.3.3, we need to have a  good 

estim ate  of ! p | | 2i- introduced in (4.4.1). which includes the boundary  values of Z. 

L e m m a  4 .4 .3  We have

(4.4.30) IpH P  <  C | p | | 2 +  ^ H V ^ H 2 4- C h 9 .

Proof. Step 1 . Establish a  bound for | p | j 2

We follow the pa tte rn  of analysis in the proof of Lemma 4.4.1 We need to 

decompose Z  since it does not vanish on the boundary: let Z°  and Z b be the 

interior part and boundary  part of Z.  respectively, i.e. Z  = Z° + Z b. such that

Z° Z b = 0  . for 1 <  i . j  < N  -  1 .
(4.4.31) UJ 3 ‘-J -  -J -

Z f  j = 0 . Z b j =  Z t j  . on r .

and define = ( 1  4- jr ,Ah)Z°.  Since 2°  vanishes on the boundary, we can Sine 

transform  both  in the i-direction and 7 -direction, i.e.

(4.4.32) Z 9j =  sinfAr—.r,) sin(£ff7/j) .
k . (
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Then . Parserval equality applied to Jj° gives 

(4.4.33) I > . V 2 = E l 5 °.<f-
i . j  k. t

Similarly, we have Djjj^ — 5 3  A ^'t./-  and  D y J ’i.j =  as *n (4.4.6) and
k.l k.l

(4.4.7). which in tu rn  indicates tha t

(4.4.34) — +  — 5Z I 1  +  T o ^ k +
i.j i. j  k.e L-

T h e  combination of (4.4.33). (4.4.34). along w ith  the fact th a t   ̂ <  i +  £ ( A  + 

9e) <  1 - shows th a t

(4 .4 .3 5 )  | p ° | | 2 >  i | p | | 2 .

On the o ther hand, we note tha t nJ°tJ = j j tJ for 2  <  i . j  <  .V — 2 . and  near 

the  boundary  (say a t j  =  1 ).

/  t i o n \  0  12  _  e —   ̂ ~ \ 2  ^  13^2 1 3  __•)(4.4.36) |u;i a | — (^’Iti -  — ^,.0) <  +  1 4 4 ^ ' ’° '

and  near the corner (say at ( =  1 - 7  =  1 )

(4.4.37) U’t.il” =  (*'1.1 — J ^ ' i . o  ~ -j-^^’o.i)- <  g ^ 1,1 79 ^ '^ °  '

which indicates th a t

(4.4.38) \\JJ jj' <  p | | ^ | | ' +  M ! - , o i 2  +  P , , v | 2) + ' £  ^ 2 (l<̂ ’o.j|" +  P .v .j |“) ) -
0  ' - 1 = 1  j = 1

T he combination of (4.4.38) and (4.4.35) gives us

(4.4.39) i| - ^ ' | | 2 <  ^ - ! p | | 2  +  >

where B is the to ta l sum of boundary term s for Jj:

(4.4.40) Bjj =  53  (P vo l‘ + |~,..v!‘ ) +  5 3  ( P o j l “ +  A’.v.jl') •
t=i 7 = 1
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Step 2. (4.4.30) is a direct consequence o f  (4.4.39) and  our boundary  con­

dition for vorticity error function as in (4.3.38):

By our definition of |p | |u -  in (4.4.1). we have | p | | j V- =  | p | | “ 4- h xB^.  where

was defined in (4.4.40). whose substitu tion  into (4.4.30) leads to j|J?{|~ <

Hull2  4- 2h 2B^.. Then the remaining task is to  control B^.. For simplicity we
.v - 1

jus t look a t the  first term j j f Q. Similar to  the proof o f  the diffusion term  in
t=i

Lemma 4.3.2. we can apply (4.3.38). the boundary  condition for 2\  to recover B^.  

The term  appearing  in the parenthesis in (4.3.38) can be rewritten as (4.4.18). 

whose substi tu tion  into (4.3.38) shows tha t

(4.4.41)

■

Similar results are available for 2 f  w. 2% . and  Then we arrive at

S _ .  <  E  E  ( e y ' f J ) 2  +  c  E  e W m » 2  +  2h‘£
(4.4.42) 1 = 1 J = l 1 =1  J=l

<  § l i V , J | | 2  +  § ( l | 0 2 c ' | | 2  +  l i o ^ l l 2 )  + 2 h ‘ £ .
where Bv  was defined in (4.4.15) and £  is introduced as

(4.4.43) £  = ^ 2  ( e 2 0  +  e 2 v ) -f- ^  (e o.j + e %j) ■
. = !  j=l

In the second step of (4.4.42). we absorbed all the te rm s of Bv appearing  in

(4.4.15) into ||V/1c j |2. since h2( c''-‘ ~v':° ) 2 = c f ,  (by the fact th a t  L’,.o =  0) is

included in | |V /,e j |2. Moreover, the second term  appearing  on the right hand 

side of (4.4.42) can be controlled by the o rder of ||Uj | 2 via (4.4.2) in Lemma 

4.4.1. In addition , we can see th a t  2h*£ < C /i 9 ||txe| |^ s since |e,.0| <  C ||ti^ | |cs . 

Plugging these estimates back into (4.4.42). along with ou r  previous argum ent 

that ||U | | 2  <  T7 ||U | | 2  +  2h2B^. we obtain (4.4.30).

Xow we can continue our proof of Lem m a 4.3.3.
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Proof of  Lemma 4-3--J We decompose £  into four parts :  £  =  C\ +  C> -f 

£ 3  4- £.j. where

(4.4.44)

C x = Dx( 1 + jD'i)(un + uJ>). £ ,  =  D„(l +  y £ £ ) ( ? n  +  •
^2   ^ 2

£ 3  =  — A/, (uZ)xo.’ 4- cDx -̂) . £ 4  - — — A/,(uZ?xQ 4- vDj.Q'j .

, 2
We will show th a t  the inner product of (1 4 - p j A / J e  w ith each term in (4.4.44) 

is bounded by the following result

(4.4.45)
h*<(l + _A *)v .  £,) < ±C||V&t*||2 + —p | | 2 + /i

for i =  1. 2. 3. 4. where C  = 32(1 +  +  C ( 2 4- | |t ie ||c « )2 4- C | | t t e||c *.
u

We only give the estimate of ((1 4 - y^A /,)£. £ 1). T he  o th e r  three te rm s can 

be trea ted  in a similar fashion. Summ ing by p a rts ,  we have

^(1 +  — A / J c .  £>x( l  4- — D~)(UQ 4 - uu>')^
(4.4.46)________________ , )  ,■>

= - ( D x(l +  — D;)v. ( 1  +  — A fc)(Sn 4- tA») 4- B C X .

where B C X includes boundary term s

(4.4.47)

B £ i =  g A2£ (l  +  ^ ^ , . 1 - D . m u  +  g ft2E ( i  +  h ) v i . x - r 5 r ( m . . x  

+ 7J*2 Y.  + j Dl)v,.t (5Q),0 ^ Y h2£ 5 r( 1 +  ^ D ; ) t :,„v-1'(fln),..v

We look a t the right hand side of (4.4.46) term  by term. By o u r  construction of 

Q as in (4.3.11 )-(4.3.14) indicates tha t

(4.4.48) l in iu *  < C ( | |n |U »  +  ||Q |r  | | ^  ) < Cdlt-ellc* +  11 lie6) <  C | |u t. | | ^  • 

which in tu rn  gives that

(4.4.49) ||(1 + ^ A ft)(2fi)|| < llfill^lld + ^ A h)5|| < C||ue||H|
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where in the last step we applied the result th a t  j|tZ|| <  2 | |V /,e || by the relation 

between u and r .  (4.4.49) along with th e  fact th a t

(4.4.50)
6

\d a i  +  - D ; ) C - \ \  <  WDx v\ \  <

since c  vanishes on the boundary, and C auchy inequality  gives

(4.4.51) j ( D , ( l  +  j D l )  l ' . (1  +
Hr

^ C llU e H cs l iV .J l

Xow we look a t the inner product o f  — D x ( 1 -+- with (1 +  y^A/Jlu.*;)-

First. we can rewrite the la t te r  as

h~ n~
(4.4.52) (1 -j- —  A/,)(uu.’)t.7 =  ut.7( l  +  —  AftJcDjj + D C  =  uUJuJt,j -‘r 'D C.

where V C  includes four parts: -^ (u t. Uj- u t_j)2t^ Ujr - ^ (u i + l j - u t,j )2\^i , j . ^ ( u , . ^ -  

uUJ)ujUJ- i .  - ^ (u t j ^ \  — u, j ) lL\ j _i. O ur construction  o f  U  in (4.3.10) and the a-prior 

assum ption (4.3.43) gives

(4.4.53) ||u | |**  <  ||f. | |L,C -r Ii«||f.’c <  | |v e| | c l + h < ||t*e||c° +  1 =  Ci •

which leads to 

(4.4.54)

Furthermore, we have

j 2
D x { 1 +  Y D y)C- u r < ^ l | V fc0 | |2 +  ~ p | | ;

(4.4.55) Hujj — f  + | | u , j  —u,-_ij||ioc <  /i|[fellc-'- + 2 / t .

and  similar result holds for the  o ther th ree  neighboring points, which shows that 

| |D £ ||  <  C (j|w (.||(--i +  2)/i||J;||n'- Note th a t  )[A*||vi* involves the boundary  values of

2 .  Then we arrive at

(4.4.56) ( d x (1 + j D 2v)v . V C <  C ( | | u e ||c> + 2)2||V ^ ||2 + /r’|p ||2r .

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



107

and applying Lem m a 4.4.3. we ob ta in

(4.4.57) < C ( | |u e||r i -r 2)2||V/l0 | |2 4 -C /t2| |5 | |2 - r C h 11 .

The combination of (4.4.52). (4.4.55) and (4.4.57) shows th a t

(4.4.5S)
h h

D z ( 1 -f +  — A  h){uZ-) ■2 V  

32'<  C 2\\Vhv r  +  f d l ^ l l 2 +  rh°

where C 2 = -= ^  +  C ( | | u e| |c ‘ +  2)2.

Applying the  sim ilar argum ent to B C X we can get

1
(4.4.59)

We om it the detail here. Finally, combining (4.4.51). (4.4.58). (4.4.59). we arrive 

at (4.4.45) for i = 1. The other three  terms can be  es tim ated  in a similar fashion. 

Then we proved Lem m a 4.3.3.
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Table 4.1: Errors and order of accuracy for stream  function and vorticity a t t =  1 
when the fourth order schemes with B r ile y ’s form u la  at the boundary are used.
C F L = 4 . where C F L =  we took A t  = ^ A x  when N=32.

N L 1 error L l order L 2 error L 2 order L°° error L00 order
32 4.01e-06 3.22e-06 3.75e-06

C’ 64 2.60e-07 3.95 2.17e-07 3.90 2.67e-07 3.81
128 1.67e-08 3.96 1.43e-08 3.92 1.77e-08 3.91
256 1.06e-09 3.98 9.18e-10 3.96 1.14e-09 3.96
32 6.15e-05 8.75e-05 1.81e-04

X 64 3.41e-06 4.17 4.71e-06 4.21 9.60e-06 4.23
128 1.96e-07 4.12 2.66e-07 4.14 5.30e-07 4.18
256 1.16e-08 4.07 1.56e-08 4.09 3.06e-08 4.11

Table 4.2: Errors and order of accuracy for stream  function and vorticity at 
t = 1 when the fourth order scheme with n e w  v o r t ic ity  b o u n d a ry  co n d it io n  
are used. C F L = ^ .  where C F L =  ^ r -  we took A t  = ^ A x  when N = 3 ‘2.

.V L l error L l order L 1 error L 2 order L x  error L 00 order
32 7.52e-06 6.20e-06 6.87e-06

L' 64 4.38e-07 4.10 3.68e-07 4.07 4.14e-07 4.05
128 2.63e-08 4.06 2.23e-08 4.04 2.53e-08 4.03
256 1.61e-09 4.03 1.37e-09 4.02 1.57e-09 4.01
32 1.24e-05 1.58e-05 3.29e-05
64 4.74e-07 4.71 5.38e-07 4.87 1.10e-06 4.90
128 1.76e-08 4.75 1.69e-08 5.00 3.04e-08 5.17
256 7.37e-10 4.58 6.29e-10 4.74 7.56e-10 5.32
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C H A P T E R  5 

FLOW  ON M U LTI-C O NNEC TED D O M A IN

5.1 P reliminary

The homogeneous, incompressible Xavier-Stokes equations (NSE) in velocity- 

pressure formulation with no-slip boundary  condition can be w ritten  as

u t +  ( u - V ) u  +  Vn =  . in Q .
Re

V - u  =  0 .  in Q . 

u  = 0 . on dQ .

where u  =  (u . v) is the  velocity, p  is the pressure and Re  is the  Reynolds number. 

For simplicity, we denote u =  For the multi-connected dom ain. dQ. is assumed 

to be composed of closed, non-intersecting segments T,. i =  1 . . . . .£ ,  enclosed by 

the closed curve r 0? i.e. dQ =  T0 U T, U r>... U T*. T he  k  regions with the 

boundaries Ti, T2 , ... are called the k  holes of the dom ain Q. See Fig. 5.1

below.

The no penetration , no-slip boundary  condition for the  velocity is given by 

u  |r0=  0. u  | n  =  0, ... u  | r t =  0.

There  are three main difficulties in the  numerical sim ulation of incompress­

ible flow in the primitive formulation:

1. T he  im plem entation of the  incompressibility constrain t V - t t  =  0.

2. There is no dynam ic equation and no boundary condition for th e  pressure 

/.'. Indeed, p  is mainly a Lagrange multiplier to iussure the incompressibility.
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Figure 5.1: A multi-connected Domain

3. T h e  im plem entation of the no penetration  and  no-slip b o undary  condi­

tion.

In 2D case, the first and  second difficulties can be e lim inated in th e  vorticity- 

stream  function formulation

Oi ĵj -f- (u-  V)u/’ ~  .

where C, a re  constants: while the no-slip boundary condition for u  shows that

(5.1.2) < A c  =  -jj .

u = —dyv  . v - dx C .

where the  vorticity is introduced as uj =  V  x u  =  —dy u + dx v. 

T he  no penetra tion  boundary condition for u  indicates th a t

(5.1.3) r  [ r, =  Ct . for 0 < i < k  .

(5.1.4) a t  each f ,  .
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T he  rem aining difficulty involved in the  formulation (5.1.2) is th e  boundary 

condition:

1. T here  are two boundary  conditions (5.1.3). (5.1.4) for the s tream  function, 

while there is no boundary condition for the vorticity.

2. How to  determ ine the  constants of the stream  function. C i, C 2  C k.

a t the  k  "holes", respectively?

T h e  methodology to overcome the first difficulty has been described in detail 

in [ELYl], [ELY2] by E and Liu: the Dirichlet boundary  condition (5.1.3) can 

be applied  to solve the  s tream  function by the  Poisson equation  in (5.1.2). which 

s ta te s  the  kinem atic relationship between c  and the  no-slip boundary  condi­

tion (5.1.4) can be converted into the local formula for the  vorticity boundary 

condition, which can be implemented very effectively by the  explicit trea tm en t.

Th is  approach works perfectly in the case of the sim ply-connected domain. 

However, if the  dom ain is multi-connected, the second difficulty, which is a  well- 

known difficulty, arises. This topic will be the  main focus of this chapter.

T h e  s ta r t in g  point of our m ethod is the following equivalent formulation of 

the incompressible XSE for the  multi-connected dom ain in terms o f vorticity- 

s tream  function formulation

(5.1.5a) dtu) -I- (it-V)u.’ - .

(5.1.5b)

(5.1.5c)

(5.1.5d)

(5.1.5e)

A  c- =  u.-.

v  | r, =  C , . £ - 0 .o n
at each T,

Lr, d n
=  0 . for 0 <  1 < k .

u = —dyO . r =  dTi.-.
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Since the stream function is uniquely determined up  to a  constan t, the 

constant at the outer boundary  r 0 can be autom atically  set as 0. i.e. Co =  0.

The derivation of the  boundary  condition / r _ ^  =  0 in (5.1.5d) is given 

below: on each boundary Tr. multiplying the momentum equation in (5.1.1) with 

r .  where r  is the  unit tangen tia l vector along the boundary, and using the fact 

th a t  the velocity u  vanishes on the boundary lead to

dp  cC
(5.1.6) =  on r „

CJ t uTl

Integrating (5.1.6) along the  boundary  T,. keeping in m ind  th a t  p  is a single­

valued function, we arrive a t  the boundary  condition in (5.1.5d). Such derivation 

can also been found in [GPM], [GMDj. [MA], [TTE],

5.2 The Second Order Scheme

For simplicity of presentation, the domain in Fig. 5.2 is used to  describe 

the  scheme.

In Fig. 5.2, dQ is com posed of the outer closed boundary  T0: A \ B \ C i D \  

and only one segment T [: A B C D . where A \ B \ C \ D \ .  A B C D  are [0, 3]2 and  [1. 2]2 

boxes, respectively. The o th e r  geometries of multi-connected domain can be dealt 

with in a similar way. In m ore detail. .4. B.  C.  D  have grid indices (n , n), (n . rn) .  

( m . m ) .  and (m . n ), and .4t . B i ,  C[. D\  have grid indices ( 0 , 0 ) ,  ( 0 , i V ) .  ( .V. .V). 

(.V. 0). respectively, n  and m  are given by n  = ^.V. m  =  | : V ,  and the  grid size 

is chosen as A x  =  A y = h. .V, is denoted as the number o f interior grid points. 

D r . Dj  are denoted as the  s tan d a rd  centered difference opera tors  corresponding 

to dx . Of. respectively.

The key part  in the numerical simulation of the system  (5.1.5) is the  com­

puta tion  of Poisson equation (5.1.5b) and enforcement of boundary  conditions
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(5.1.5c). (5.1.5d). We first describe the  basic co m pu ta tiona l strategy to deal 

with this part. T he  Laplacian opera tor in (5.1.5b) can be approxim ated by sec­

ond order finite difference opera to r  A/, =  D x -t- D and  the  use of Dirichlet 

boundary  condition in (5.1.5c) leads to th e  following discrete system

A  i f  =  u: . in f i .  

lr0=  0 • Irt =  C\  -

Yet. the constant C\  is not known yet. T he  rem aining ta sk  is to obtain such 

constant by the boundary  condition in (5.1.5d).

The no-slip boundary  condition ^  =  0 can be converted into the boundary  

condition for the  vorticity by local formulas, such as T h o m ’s form u la , as argued 

in [ELVl]. For example, on the  boundary  section -4iD i. j  =  0. Thom 's formula 

gives

— 2 f , . o
(5.2.2)

h 2

and on AD.  one boundary  section of fV  T hom 's  formula indicates

5.2.3)
91 • , _  0 L-— i.n — i — i.r

h2

Similar formulas can be applied to o ther boundary  sections.

The boundary  condition / P[ j!j  ̂ =  0 can be im plem ented by finite difference 

approximation. For the convenience of the  presentation below, some notations 

are introduced.

N o t a t i o n .  For any  discrete field /  on the  grid points ( i . j ) .  we define

(••>•2.4) f  f  =  f  f n - k . j  +  f  f i . m ~ k  +  [  f m ~ k . j  +  f  f i . n - k  •
J V  i J A B  J BC J  C D  J D A

where the trapezoid rule is applied to the integration at each boundary sections.

For example, on the  section A B .

/ I  m — I

f n - k . j  =  h  ( ~ f n  — k.n ^  " f n - k . j  *
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Using the one-sided difference opera tor   ---- ^  2;J------------- ^  t he sec-
2 h

ond order approxim ation  to ^  (at the  boundary section A B ) .  and  plugging into 

the boundary  condition (5.1.5d) results in

r( O) 4  / - ( l )  1 r( 2 )
(5.2.6) /  ^ = -  u/.

J r, 3 J r, 3 J r,

The substitu tion  of T h o m 's  formula (5.2.3) into the  left hand  side of (5.2.6). along

with the  fact tha t  U is a  constant C\  on the boundary  T g i v e s

(5.2.7)
1 r Ca)  4  fA)  1 ,  r ( 2 )

Cl = T r l i  c  ~  ^ h ~ /  j } + ' Z h f  * )  , | r t | v-/ri 3 J r, 3 J r l '

where | r t | is the length  of the boundary r (. In the  case of Fig. 5.2. |T i| =  4.

T h e  formula (5.2.7) plays the role of a  bridge between the  constan t C\ and 

the boundary  condition / r ^  =  0: Different Ci leads to different ipij. which, in 

turn, results in different vorticity on the boundary, by ThonTs formula (5.2.2) 

and (5.2.3). then different / r , Jj^. On the other hand , th is  integration has to 

be 0 according to (5.1.5d). the equivalent formulation of incompressible NSE in 

vorticity-stream function formulation.

T h e  coupled system  (5.2.1). (5.2.7) will be used to  com pute  u  and the 

constan t C\  by ite ra tion , as will be explained in detail later. Let's  first count 

the num ber of equations and  unknowns of it: there are  .V, -+- 1 unknowns (where 

.V, is the  number of interior grid points), including num ber of xbij a t  interior 

grid points  and the  boundary  value C\ \ the num ber of equations is also A, +  1: 

.V, equations in (5.2.1) and  one additional equation (5.2.7).

As argued above, the  right hand side of (5.2.7) depends on C\.  An operator 

o can be introduced by (5.2.7): for any constant C .  denote  o  as the  solution of 

the system
f

^  . in Q .

U lr0=  0 • |r, =  C .
(5.2.8)
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and define

1 / r (1) 4 1 r&) \
(5.2.9) o (C )  =  —  ( I  v - - h >  ^  +  -h*  f  J )  .

I l i i V r ,  3 Vr, 3 J r , 7

It should be noted tha t the  term related to w a t  the  right side of (5.2.9) 

depends on C .  according to (5.2.8). Obviously, the fixed point of e>, i.e. the 

constant C  such th a t  o ( C )  = C .  along with c  determined by (5.2.8), is exactly 

the  solution of the  coupled system (5.2.1). (5.2.7). The existence and uniqueness 

of the fixed point can be guaranteed by the following Proposition, which states 

th a t  o  is in fact a  contraction mapping.

P r o p o s it io n  5 .2 .1  F o r  a n y  C \ .  C 2 € R .  w e  h a v e

(5.2.10) \<!>{Ci) -  o ( C 2)| <  C ' \ C ,  -  C 2 1 . where C* =  1 -  h  .

Proof. Denote c 1. c 2 be the solutions of the system  (5.2.8) with the 

boundary condition w l | r , =  C t . v 2 | r ,=  C 2 . respectively. Define rb = tlA — U'2. It 

can be seen th a t

(5.2.11)
A/i v  =  0 . in O .

f | r o= 0 .  v  | r i =  Ci — C2 .

The definition of o ( C i) and o (C 2). which was indicated by (5.2.9), gives

(5.2.12) o { C i )  -  &(C2) =  - i -  I 1"  i
Ibil 2r.

The es tim ate  of the  right side of (5.2.12) is obtained by the following Lemma. 

L e m m a  5 .2 .2  Let u be the solution of  the system

£\hU  =  0 . in f i .

u jro=  0 . u |r , =  1 .
(5.2.13)

then we have

(5.2.14) 0 <  u n_ i .j  <  C ’ . for n < j  < m  . where C* =  1 — h .
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Proof. The left half  of (5.2.14) comes directly from the m axim um  principle 

of the discrete Laplacian opera tor A h. For the right half, the  region Q can 

be partit ioned  into four sub-regions: A i A B B i .  A \ A D D \ .  D \ D C C \ .  C i C B B x. 

denoted by Q t . 122. Q;J. respectively, as shown in Fig. 5.3.

It can be seen th a t  the function

;5.2.15) v =

x . in fii . 

y  . in Q ) .

3 — x  . in 0 3 . 

3 — y  . in f2.| .

satisfies

n on .4.4t . B B [  . C C \  . D D \ ,
A h v =  <

(5.2.16) < I 0 .  otherwise.

lr0=  0 • L' l r i =  I •

Denote /  =  — A ^c. Obviously. /  >  0. Then a can be decomposed into two parts: 

a — v + ix. where w is the  solution of the following svstem

(5.2.17)
A hw = f  . in 12 . 

t «•' |r0=  0 . il• | r , =  0 .

Since A h<x' =  /  >  0. and  tx vanishes on the boundary, the  m axim um  principle of 

A/, shows th a t  w < 0 a t  all grid points. Then we have

(5.2.18) a < v . a t  all grid points .

and especially. t <  c„_i j  =  1 — h =  C " . Lemma 2.2 is proven.

Obviously, u  = ( C 1 — C>)u where u is given in Lem m a 5.2.2. T h is  results in

(5 .2.19) |t-’n — i.7 1 <  C'‘ \C\ — Co| . for n <  j  < m  .
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Sim ilar argum ents can be used to c rn-i.j- tA„_i- Proposition 4.2.1 is a

direct consequence of (5.2.19). along w ith  (5.2.12).

By Proposition 5.2.1. there is an unique fixed point under the opera to r  o.

i.e.. o (C ) =  C.  T h a t 's  exactly  the solution of the system  (5.2.1). (5.2.7). Thus 

the  existence and uniqueness of the system  is proven.

R e m a r k  5 .2 .1  The above procedure can be applied to  a  set of very general 

cases: general dom ain (either sym m etric  or non-symmetric ones), th e  domain 

w ith  more “ holes” , different boundary  conditions for the  vorticity. We can even 

ex tend  it to 4-th order scheme, as will be  explained in Section 5.3.

R e m a r k  5 .2 .2  The o the r  choices for the  vorticity boundary  condition includes 

W i l k e s ’ f o r m u la

■1^1. 1 - 7 ^ 1 . 2  7  ^  i.O 4 c , , „ _ [(5.2.20) '£.0 — h 2 ' h2

which are analogous to  (5.2.2). (5.2.3). The combination of (5.2.6) an d  (5.2.20) 

gives the corresponding formula for C t

1 / 8  1 /■(1) 4 r d )  1 /•(2) x
(5.2.21) C , =  — ( - /  < ! • - - /  i  - : h 2 [  ~  + ^ h 2 /  u,) .

| r I| v ( 7 r I i J r i 3 J rt 3 J rr '

Again, the coupled system  (5.2.1). (5.2.21) has to be solved to o b ta in  v  and 

the constant C\  by itera tion. The existence of the solution can be guaranteed  by 

in troducing a similar contraction  m apping o: for any constan t C,  denote  v  as 

the  solution of (5.2.8). and  define

1 /8  /-d) 1 r ' 1* 4 /*<i) 1 „ /•(2) N
(5.2.22) 6(C )  =  T=-r ( ? /  f - - j  r - - h 2 j  +  - h 2 I  u>) .

1141 ' i  J r :  i J v x  3 J r: 3 J t i  '

Proposition 2.1 is still valid here, the only difference is th a t  C* =  1 — %h +- 

0 ( h 2). It should be m entioned th a t  C* is the convergence ra te  corresponding to 

different vorticity boundary  conditions. For example. 1 — /z is the convergence 

ra te  for Thom 's  formula, and  1 — %h is the  convergence ra te  for Wilkes’ formula.
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T he  detailed derivation of convergence rates comes from a simple 1-D model. 

T his  convergence ra te  is consistent with the numerical experim ents which will be 

presented in Section 5.4.

5 .2 .1  I te ra tio n  P ro ced u re: F ix e d  P o in t  I te r a t io n  

Proposition 5.2.2 also provides a  means for solving the system  (5.2.1). (5.2.7)
( k)by iteration procedure: once the Ar-th iteration for the  constan t C\  is obtained, 

solve the  s tream  function c,(fc) using the boundary  condition C[k\  then update  

the constant C ^ ^ b y  (A +  l) - th  iteration: =  o (C [fc)). Proposition 5.2.1

indicates th a t  th is  iteration procedure converges to the real solution of (5.2.1).

(5.2.7).

It should be pointed out th a t  with the constan t C[fc) ob ta ined  a t each iter­

a tion  stage, a linear system solver for (5.2.1) is required. T he  Schwarz iteration 

is extrem ely efficient to solve this (discrete) Poisson equation in the overlapping 

region. At each sub-domain, which is a rectangle with uniform grids, some fast 

Poisson solvers, e.g. F F T . can be applied. The com puta tional evidence indicates 

t ha t  the com bination of the Schwarz iteration and  F F T  solver gives an excellent 

convergence speed in the  overlapping region.

O ur numerical experiment also shows th a t  Schwarz i te ra tion  and the iter­

ation  formula (5.2.9) can be combined into a single itera tion  to  facilitate the 

com puta tion .

T he  m om entum  equation in (5.1.5a) can be discretized by the second order 

finite difference m ethod

( - j .2 .2 3 )  di^j -f- u D xuj ■+■ t'Dyuj - t-'ZX/ju,'.

T he velocity field u  =  (u. r) =  ( —c ^ r .  <9xr )  can be updated  via the  finite differ­

ence of

( 5 . 2 . 2 4 )  u = - D y U .  c =  D t u  .
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5 .2 .2  E x p lic it  T im e  S tep p in g  P r o c e d u r e

T he  above scheme can be implemented very effectively th rough the explicit 

trea tm en t of (5.2.23). as discussed in detail in [ELV1]. The convection and dif­

fusion te rm  can be upda ted  explicitly, which does not result in any problem 

caused by the cell-Reynolds number constraint if the  R unge-K u tta  method is 

applied. Such explicit treatm ent is especially effective in Poisson solver (5.2.1).

(5.2.7) when we apply the  iteration formula (5.2.2). (5.2.3). For simplicity we 

only present the  forward Euler time-discretization. T he extension to multi-step 

or R unge-K u tta  m ethods is straightforward.

T im e -s te p p in g : Given the  vorticity j jn at time t n. we com pute  all the  profiles 

at the tim e step  tn+l via the  following steps.

Step 1. U pdate  at interior points (x t . y } ). using

The itera tion  procedure described above is used to solve (5.2.26). (5.2.27).

Step 4 - U pdate  the velocity u”J l . v?J l using the  second order difference 

scheme a t the interior points, and set u n~ l h =  0

(5.2.25) i/A  hjj

Step 2. Solve for I 1--" / 1}, at interior points ( x t . t/j). by the following coupled

svstem

(5.2.26)

and

( 5 . 2 . 2 7 )

Step 3. O bta in  the boundary value for ~ - n ~ 1 by Thom 's  formula (5.2.2).

( 5 . 2 . 3 ) .

( 5 . 2 . 2 8 )
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5.3 The Fourth Order M ethod

A fourth order m ethod. Essentially Com pact Fourth  O rder Scheme (EC4). 

which was proposed by E and Liu in [ELY2J. can be used here. T he  s tarting 

point of the scheme is the fact tha t  Laplacian opera to r A  can be approxim ated 

with the fourth order by

(5.3.1) A  =  +  T Di D l  0 ( h A)
l +  ? jA h

, 2
M ultiplying the denom inator difference opera tor 1 +  y^A h bv the  m om entum  

equation gives

(5.3.2) ( 1  +  ^ A ft)cW  +  (1 +  ^ A fc) ( t t -V ) uj = u ( A h +  ^ r D l D f)uj .

M ultiplying the  sam e opera to r  by the kinematic equation  results  in

(5.3.3) ( a ,  +  Y D *D y ) u  =  (1 +  T2A h)uJ -

with the boundary  condition

(5 .3 .4)  t ’ |ro= 0 .  t ' i r ^ C i .

Sim ilar to the  system  (5.2.1) in the second order case, the constan t C\  is not 

known yet. which has to be obtained by the boundary  condition in (5.1.5d).

The im plem entation  of the boundary condition / Pl ^  =  0 is a  little  differ­

ent from the second order case. As can be seen later, the  vorticity in the interior 

points has to be determ ined  by a Poisson-iike equation and  the boundary  condi­

tion for u.’. which, in tu rn , depends on the stream  function and C 1? by Briley's 

formula, which will be presented later. To avoid the coupling between the two 

systems, we express in term s of a third  order derivative of t/>, so tha t  only

(5.3.3). (5.3.4) needs to  be concentrated, which can facilitate a lot of com puta­

tions as shown in our numerical experiments. As can be seen, on th e  boundary
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section A D  of Ti, uj =  A c  =  c F f .  which is implied by the  fact th a t  L' = C \  on 

the  boundary  A D .  Accordingly. ^  =  —d ^ u  on A D .  O n the other hand. &y can 

be approx im ated  by

(o.3.o) '̂i.n  ̂ L Z 71 _[ 6 c Imn —2 *~ i .n —3 .

T he  third  o rder derivative of c  at o ther boundary  sections of Tt can be obtained 

similarly. P lugging into the boundary condition f Fi =  0, we arrive at an 

equality s im ilar to  (5.2.6)

f (  0 ) 3  r(  1 ) 3  r{  2 ) 1 r(  3 )
(5.3.6) /  v = -  v - -  +

Jn  2 J r, o J r { 10 -/iq

Since v  is a  constan t C i on Ti. we have

o -x ^  3 /-(I) 3 f t 2) _ 1 f ( 3) ,
( ° - 3 - 0  =  T T T  /  c? ~  ^ r r - T /  ^  +  m i r  i /  V •2 | r xi 7r, o |T l | 2 r, 1 0 | r ! I 2 r,

Again, the  formula (5.3.7) plays the role of a bridge between the constant C i

and  the b o u n d a ry  condition f Ft = 0: Different C\  leads to different ip^j, which.

in turn , results  in different f Fl Jj^. while (5.1.5d) indicates that this integration

has to be 0 .

The coupled system (5.3.3). (5.3.4). (5.3.7) is used to  obtain ip and the 

constant C\  by iteration. The similar a rgum ent can be applied here th a t  the 

num ber of b o th  equations and unknowns is .V, 4 - 1.

Of course, the right hand side of (5.3.7) depends on C t . A similar procedure 

of iteration can  be applied. First, we define the  opera to r  o:  for any constant C . 

let v  be the  solution satisfying

[  (A * — D 2x D * y c  =  ( 1  4 - —  A h ) u j .
(5 .3 .8 )  ̂ V 6  1 2

( !r0=  0  • v  l r , =  C  .

and  o(C ) is defined by

r(l) 3  /•(2) 1 A3)3 f A )  3 /•( 2) 1 r {  3
[5.3.9) 6 { C )  =  — ^  /  t ' — rrp-T [  f  +  - ± -  /

2! r  J r, o j f j  7r, 1 0  j T 1 1 J r,
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The following proposition shows th a t  o  is a contraction mapping. Its argu­

ment is sim ilar to th a t  of proposition 5.2.1 in the second order case and the proof 

of it will be provided in Section 5.5.

P r o p o s it io n  5 .3 .1  For any two constants C i .  C>. we have

(5.3.10) \o(Ci)  -  o (C 2)| <  C ‘ |C, -  C 2\ . where C '  =  1 — 0 { h ) .

By Proposition 5.3.1. there is a fixed point for the opera tor  o, i.e.. o(C )  =  C\ 

which is exactly  the solution of the system (5.3.3). (5.3.4), (5.3.7). Thus the 

existence and uniqueness of the system is proven.

5 .3 .1  I te r a tio n  P ro ced u re: F ix e d  P o in t  I te r a tio n  

A sim ilar m ethod for solving the system (5.3.3). (5.3.4), (5.3.7) can be ob-
(k *tained by the itera tion procedure: once the  k -th  iteration for the constant C'} ' 

is obtained, solve the s tream  function w{k) using the boundary  condition Cj** in

(5.3.8). then u pda te  the constant Cf* * 11 by (k -f  l)- th  iteration: C[fc+l) =  c^Cj**). 

This itera tion procedure converges to the real solution of  (5.3.3), (5.3.4). (5.3.7). 

as was guaranteed  by Proposition 5.3.1.
/ u\

Again, it should be pointed out tha t with the constant C\  obtained at each 

itera tion stage, the Schwarz iteration combined with F F T  is needed to  solve the 

discrete Poisson-like equation in the overlapping region. In addition, Schwarz 

itera tion and  the  iteration formula can be combined into a single iteration to 

facilitate the  com putation.

Let's go back to the m om entum  equation. As in [ELY2], the corresponding 

nonlinear convection term  in the vorticity dynamic equation can be estim ated  as

(1 + = 5,(1 + + 5„(l +
(5 .3 .11) " h 2 ~  ~

— Y - r  I'DyuJ  ̂ +  O(Zl )̂ .
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The first and  the  second term s in (5.3.11) are com pact. The  third te rm  is not 

compact, yet it does not cause any problem  in practical com putations since 

unDx~jn -F vnD yu;ri can be taken as 0  on the  boundary. The case of bound­

ary condition with slip can be trea ted  similarly, as discussed in [ELV2]. Finally, 

by the in troduction  of an in term edia te  variable ZJ

and  combining the discussions in (5.3.2). (5.3.11). (5.3.12). the  whole m om entum  

equation can be approxim ated by

The velocity field u  =  V  1 e  =  ( —dy i \ d r L') can be obtained by the  long- 

stencil approxim ation to dx , d y

The vorticity  is determ ined by ZD via (5.3.12). The implementation of

(5.3.12) needs the boundary condition for uj. As already discussed in [ELY2], 

the main poin t of the vorticity boundary  condition is to  use the no-slip boundary

(5.3.12)

(5.3.13)

(5.3.14)

condition =  0. and convert it into |ao by the kinem atic  relation A  iD = jj. 

We can use Brilev's formula

(5.3.15) -A,0 — — +  ^ t ’,.3 — 8 5 t ’,,o) •

along with the  one-sided Taylor expansions of the s tream  function

(5.3.10) * A , - i  —  —  2  —  — 1 ’, . 0  —
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O n the b o u ndary  section AD. Briley's form ula gives

(o.3.1S) ^ ’t .n  —  , . m (  108 c  i . n  — I — f t - ' i . n  — 1 T  3  Soti-i.n) .IS ti­

lt  should be mentioned th a t  the system (5.3.12) and  the boundary  condition

(5.3.15). (5.3.18) can  be solved very efficiently by the combination of the  Schwarz 

ite ra tion  and  F F T  solver.

5 .3 .2  T im e  S te p p in g  P r o c e d u r e

Sim ilar to the  second order case, all terms in the m om entum  equation can be 

up d a ted  explicitly. Again, we only present the forward Euler time-discretization. 

The extension to  m ulti-step  or R unge-K utta  m ethods is straightforward.

In it ia liz a t io n :  Given }. compute

(5.3.19) ( l - r ^ A ft)^0 =5°.

T im e -s te p p in g :

Step 1. U pda te  at interior points (x,. t/j) using

+  D x ( 1 +  ^ d ; ) ( u ' V )  +  D y { 1 +  ^ J ) ( t V )
( 5 . 3 . 2 0 )  ^ 2     h 2

- — A  h(unD x^ n + unD y^ n) = A h + - D 2rD 2y)ujn .

Step 2. Solve for { t a ! / 1} a t  interior points (x, . ij j)  using

5 . 3 . 2 1
, . n - M  I   n  . .n —1 I   f^n~  1t- ir0—  o . t lr, -  C ,

a n d

3 /-(I) , 3 r<2) , 1 /-(3>
c ' = W T i l ,  lJ - S j r n / r ,  + W 7 i L
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T he ite ra tio n  procedure described above is used to solve the system  (5.3.21).

(5.3.22).

C om pute  t>’n+l a t the "ghost points" using (5.3.16). (5.3.17).

Step 3. O b ta in  the  boundary value for . j " * 1 by Briley's formula (5.3.15).

(5.3.18).

Step 4■ W ith  the boundary values for updated  in S tep 3 a t hand, we

solve for { ^ J 1} a t  interior points using

(5.3.23) +  = U ^ 1.

T he com bination of Schwarz iteration and F F T  is applied. O nly  Sine transfor­

m ations  are needed.

Step 5. U pdate  the velocity it' 1* 1 . using the 4-th order difference scheme

(5.3.24) u " + 1  =  —D y(l  -  . U * 1 =  Dr ( 1 -  y£> *)U "+1.

5.4 Numerical Experim ent

Two numerical examples will be presented to show the validity of the m eth ­

ods proposed above. The first example is a flow with a force term . The accuracy 

of bo th  the second order and fourth order m ethod is docum ented. The second 

exam ple is a flow passing through an engine, e.g. a cooling system. Detailed 

s truc tu res  of vorticity a t  different tim e steps will be given.

5.4 .1  A ccu ra cy  C h eck  

A Taylor vortex type flow in a  multi-connected domain is com puted by the  

m ethods proposed earlier. The exact stream function is chosen as

(5.4.1) p e( x . t )  = (cosx  4- cosy  -I- cosj 'co sy jcos t .
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Accordingly, the  exact velocity and vorticity are determ ined  by

ue( x . t )  = —dyi'e =  (s iny-t-cosxsiny)cosf.

(5.4.2) ue( x . t )  = dj;Ce =  ( —sinx — sinxcosy)cos£ . 

uje( x , t )  =  A t'e  =  ( —cosx — cosy — 2 cosxcosy)cost.

The kinematic viscosity is taken as u =  0.001. S ubsti tu tion  of (5.4.2) into the 

m om entum  equation  gives

(5.4.3) dtuje +  ( u c-V )x t. =  uAuje +  /  .

where /  is the  force term. The domain has the same shape  as in Fig. 0.3. Vet 

the dimensions of the boxes A \ B XC\D\  and A B C D  are  [—3tt. 3tt ]2  and [—tt. tt]2. 

respectively. Using the same notations as before, denote  the outer boundary  

A \ B XC \D \  as To. and the inner boundary A B C D  as Ti- It is obvious th a t  the 

boundary condition for the stream  function at the o u te r  boundary  is

(5.4.4) t ' (x .  t) |r0=  —■cost.

which is a constan t varying with time t. The stream  function is also a constan t on 

Ti. (at each fixed time), denoted by C t . Yet. C| is not given explicitly. We need 

to obtain such constant by the procedure described in Section 4.2 and Section 

4.3 to determ ine it.

5 .4 .1 .1  S econ d  O rder S c h e m e

(5.4.3) can be solved via our second order m ethod coupled with the  4-th 

order R unge-K utta  time discretization, as discussed in (5.2.25)-(5.2.28). T hom 's  

formula (5.2.2). (5.2.3) are chosen as our boundary condition for vorticity. The 

results using W ilkes’ formula are similar. The force te rm  /  is added when (5.4.3) 

is updated. T he  final time is taken to be t = 6.0. T he  C FL  number, which is 

defined as is taken to be 0.5. The absolute errors of s tream  function and 

vorticitv are listed in Table 5.1. As can be seen, the s tream  function achieves
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alm ost exactly second order accuracy, while the vorticity  achieves second o rder 

accuracy in L x. L 2 norms, and  obviously loses accuracy in L x  norm. The reason 

for it is still under investigation. All the errors are m easured in L x. L 2 and  L x  

norms, where the Lp norm is defined as

(5.4.5) W J W l p  =  ! n f P d x ) P ■ for ° < P < 3 C -

where |Q| is taken to  be 32~2 in this case.

5 .4 .1 .2  F o u rth  O rd er S c h e m e

The fourth  order m ethod  coupled with the 4-th order R unge-K utta  t im e 

d iscretization, as discussed in (5.3.19)-(5.3.24). can also be used to com pute  the  

flow. The force te rm  which will be added to  the vorticity equation (5.4.3) becomes 

( 1  — A / , ) / ,  since we applied the  opera to r 1 +  y^-A/, to the m om entum  equation.

T he  final tim e is still taken to  be t =  6.0 and the C F L  num ber is taken to  be

0.5. The absolute  errors of s tream  function, vorticity are  listed in Table 5.2. It is 

indicated in the table  th a t  the  s tream  function achieves more than  fourth order 

accuracy in L l . L 2 and  L°° norms. The vorticity achieves fourth order accuracy 

in £ ' .  L 2 norms and more th an  th ird  order accuracy in L x  norm.

5 .4 .2  A  F lo w  P a s t  a  C o o lin g  S y s te m  

An im pulsively-started incompressible flow in the following region (see Fig. 

5.4) was com puted  using the  fourth order method we proposed.

The flow region is similar to  a  cooling engine. T h e  detailed dimensions o f it 

are given by: 0 0 \  =  O T  =  1 , O R  =  0 \ R \  =  The inlet points B  and M  have 

coordinates (w.r.t. the  origin O)  (0 . j ) .  (0. | ) .  respectively. T he  coordinates of 

o ther corner points are

1. 3 1. _  3 3, 9 3. 9 1
( 5 . 4 . 6 )
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T he positions of the outlet points are also determ ined by their coordinates

(5.4.7) P ( i , 0 ) .

In addition, there  are th ree  boxes in the  middle, which are denoted by S 1S 0 U2 U 1 .

S 5Si£ '|£ .3 . and  S 5S 6L:6L:o- T he  x  —coord inates  of S i .  S 2. S3. S.{. S$. S 6 are given 

by | f .  and  the (/—coord ina tes  of L\  and  S\  are given by | .  | .

respectively. T he  coordinates of .A)-!*) can be obtained by symmetry.

The no-penetra tion, no-slip b oundary  condition u  | r =  0 is imposed at the

boundaries o f  the region, except for the  inlet B M .  B i M x. and outle t Q R .  Q \R \ .

At the inlet B M .  the velocity field is given by the s tan d a rd  parabola  profile

(5.4.8) u =  384(jj -  (/)((/ -  y) . c =  0 .

and  consequently, the velocity profile a t  th e  inlet B \ M i  is

(5.4.9) u =  - 3 8 4 ( ^  - ( / ) ( ( / -  y) - c =  0 .

By the relationship between velocity an d  stream  function th a t  u  =  V T &. 

we can in tegrate  our velocity field a t the  inlet and set our boundary  condition

for f  as:

(5.4.10) On B M  , v b =  - 1 .5 ( y  -  7 ) +  128(// -  - ^ ) 3 4- .
4 16 32

and

(5.4.11) On B i M \  . =  1.5(y -  y) -  128(//-  y^ ) 3 -  Jy  .

Tlien the o ther boundary values for ix is given by

O n R A  . A F , F E . E D . D C . C B  . B A  . x b = \  .

 ̂ ^  O n  R i A \ , A \ F \  . F \E \  . E\ D\ . D \C \  . C \ B \  . B \ A \  . <xb =  ~  |

On M T  , T T i , T i M x . v b = 0 .

On Q P  , P P i  , P \ Q \ . L'b = 0 .
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At the  outlet R Q  and  R \Q \ .  we adopt the  n a tu ra l  normal boundary condi­

tion

T he boundary value for iv on the  middle box T> =  S^S^U^Uz can be obtained 

by sym m etry

Yet. the boundary  condition for v  a t  the  other two cooling boxes: T [ =  S 1S 2 U0 U 1 . 

f.i =  S^SeC'eL's can no t be obtained directly. T h e  fixed point i tera tion  process 

described earlier has to  be carried out to  get such constants.

The fourth order m ethod proposed in Section 5.3 was used to  compute the 

flow, with Reynolds num ber Re =  2000. The calculations were carried out by 

two grid sizes: A x  =  A y =  ^  and A x  =  A y = jjrg. (which corresponds to two 

resolutions: 512 x 576. 768 x 864. respectively). T he  vorticity profiles computed 

by the  grid A x  =  A y  =  at a  sequence of times, i.e. t\ =  0.5. t2 — I. t3 = 1.5. 

11 =  2  are shown in Fig. 5.5-5.8. respectively. Fig. 5.9 shows the vorticity profile 

at f =  6 . which is close to  a  steady sta te .

(5.4.13) On R Q . R \ Q X. —— = 0 .

(5.4.14) is-b =  0 . On T2 ■
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5.5 P roof o f Proposition 5.3.1

Proof. Using the sim ilar notations as in Section 5.2: denote v  =  c - 1 — v 2. where 

f 1. c 2  are the  solutions of the (5.3.8) with the boundary condition | r t =  C i,

L'2 !n =  C"- respectively. It can be seen that

( A n + ^ D l D $ C  = 0 .

. ^’ lro= 0 - lrt =  Ci  — C 2 -

The definition of 0  in (5.3.9) indicates that

1 /3  r {1) -  3 P 2) -  1  /-<3) -x
,5.5.3) * (C l) - « C , > = i F r i ( 5 / ri c - g / ri c + - / r _ * ) .

As can be seen, the right side o f  (5.5.3) is different from (5.2.12) in the  second 

order case: three integrals, /p*' c .  /pf* c\ /p ® 1 c- are involved in (5.5.3), where 

only / p ^  o’ was involved in (5.2.12). T he  better control of (5.5.3) is obtained by 

rewriting it. M otivated by the idea of the  s tability  analysis of vorticity boundary  

conditions, which were shown in [ELV2]. we can rewrite — \ v n- 2 .j +

as

3 -  3 -  1 -
l.j -&n — 2.j ~F .  „  l-'n —,j2 o 10

(0 .0 .4) 2  _ 3  _ 2  -  1 -
—  T  — ~ h ~  D  V. 1 j  - r  -— f t ~ D c n — > j  ■

O O j O J 10

The su b s ti tu tio n  of (5.5.4) into (5.5.3), along with the fact th a t  U is a  constant

C 1 -  C> on r  1 . gives

(5.5.5)
1 / 2  3 /•(!) ~ „ r i2) , ~ 1 o r W  o - \

o ( C 1 ) - o ( C 2) =  TFT( - ( C 1 - C 2 ) | r I | +  -  /  D ^ , - + - h 2 D 2n 0 ) .
| r  1 1 ' o  o 7r, o 2r, 10 J v  1 7

where is D 2 U’ on the  boundary  sections A B .  C D .  and D 2c  on the boundary

sections B C .  D A .

T he following Lemma, which is analogous to Lemma 5.2.2 in the second 

order case, gives the estim ate  of c  near the boundary  f , .  T he  s tra tegy  of the
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proof is also s im ila r  to  th a t  of L em m a 5.2.2: applying the m axim um  principle to 

the operators  (A /, -t-

L e m m a  5 .5 .1  Let u be the  solution of the  system

Proof. Using the  same no ta tio n s  as in the  proof of Lemma 5.2.2. the region 

Q can be p a r t i t io n ed  into four regions: A x A D D i .  D \ D C C \ ,  C \ C B B i ,

denoted by Q.o, Q3. respectively, as shown in Fig. 5.3. T he  same function 

r  as in (5.2.15) is considered. D etailed  calculations indicate tha t the  constructed  

function c in (5.2.15) is concave, which satisfies

It can be argued similarly as in Section 5.2 tha t  the m axim um  principle

(5.5.6)

then we have

(5.5. i ) 0 <  <<  1  — kh  . for n < j  < m  .

Then of course. /  =  — (A/, +  > 0. T hen  u can be decomposed into

two parts: u = v 4- w. where w  is the  solution of the  following system

holds for the  o p e ra to r  (A/, +  In the uniform grid, the o pe ra to r  has the

form

(5.5.10) +(4'u,_i._, — 20u ,._7 -f- 4 u , i i j )
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which indicates the  maxim um  principle. This  principle together with  (5.5.9) 

shows th a t  tv < 0 a t  all grid points. Then  we have

(5.5.11) u < v . a t  all grid points.

and especially. <  un_k j  =  1 — kh .  The  left half of (5.5.7) comes directly

from the m axim um  principle of the opera to r (A/, 4- Lemma 5.5.1 is

proven.

Obviously, tv =  (Ci —C 2 )u, where c  was given in (5.5.1) and u is the  solution 

of (5.5.6). which results in the control of the second term  in (5.5.5):

(5.5.12) l \ f
o \ J r

3 1 /•(!) ~

tp
1

< ?(1 -A)|Ci -Calir.l.o

The estimates o f  the last two term s in (5.5.5) are obtained by the following 

Lemma.

L e m m a  5 .5 .2  Let u be the solution of (5.5.6). then we have

I /•(!) . I 2)
(5.5.13) hr /  D f i u ■ h 2 \ D f t U

Ur i \J r  i
< Ah .

Proof. For simplicity of the  presentation, only the integral on the boundary' 

section A B  is discussed here. The boundary  sections B C . C D .  D A  can be dealt 

with in the same way. The equation in (5.5.6) gives D 2u =  — {^D2 4- ^ - D 2D~ju.  

whose application to the grid point (n — 1 . j )  results in

(5.5.14)

D~lln-\.J =  ~ ( D ~  +  =  ~ ^ D 2Un_2j -  ^D'2Un- Uj -

Integration of (5.5.14) along the  boundary  A B  (by trapezoid rule) gives

(5.5.15)
i ’ [  r v '  1 . 2 / 1  ^Ti—2.m-r- 1 tZn  — 2.m - 1 1 Un  - 2 . n r l  t i n -> .n  — I \l r  D ; , , , . , . ,  =  - - f c ( - --------------    - --------------)

' f i l l  =
- ~ h 2lf  1  Zln—2trn-ir-1 - — 2 .m - I

6  '̂ 2 h
r 1  u n_ i m  *. [ — ^ rz — 1 . m — 1

<2 h
f 1  1 U- nj n  — I 1

h
-  I

~ )
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As argued earlier, the  application of the maximum principle in (5.5.6) shows th a t

(5.5.16) 0 <  uUJ <  1 . for (j:,.</,) G f i .

The combination of (5.5.15) and  (5.5.16) gives

(5.5.17) h2\ [  D 1x un_l]
\J A B

< h .

Similar estimates can be applied to boundary sections B C . C D .  D A.  Lemma 

A.2.2 is proven.

As said earlier, ib =  (Ci — Co)u. The combination of (5.5.5), Lemma A .I. 

Lemma A.2. gives

(5.5.18) |o (C t ) -  o (C 2)[ <  ( 1  -  %h +  -  C2| =  ( 1  -  ^ h ) \ C v -  C 2 1.
o i r ! i 1 0

since |IT| =  4. Proposition 5.3.1 is proven.
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Table o .l: Errors and orders of accuracy  at / =  6  when the second order m ethod , 
which was described in Section 5.2. is used. C F L = ^ .  where C F L =

.V L 3 0  error order L x error L x order L2 e rror t r  order

(.•

48 5.17e-02 1.57e-02 2.08e-02
72 2 .2 0 e- 0 2 2 . 1 0 6.35e-03 2.23 8.68e-03 2.16
96 1.26e-02 1.94 3.58e-03 1.99 4.95e-03 1.95
144 5.49e-03 2.05 1.54e-03 2.08 2.14e-03 2.06
192 3.11e-03 1.98 8.64e-04 2 . 0 1 1.20e-03 2 . 0 1

uJ

48 1 .0 2 e- 0 1 1.98e-02 2.83e-02
72 6.72e-02 1.03 8.50e-03 2.08 1.27e-02 1.98
96 5.03e-02 1 . 0 1 4.88e-03 1.93 7.53e-03 1.82
144 2.98e-02 1.29 2.14e-03 2.03 3.38e-03 1.98
192 1.98e-02 1.42 1.23e-03 1.93 1.96e-03 1.90

Table 5.2: Errors and orders of accuracy  at t = 6  when the fourth order m ethod.
which was described in Section 5.3. is used. C F L = 7 . where C F L =

.V L ^  error order L x error L x order L 2 error L 2 order

(.•

48 4.08e-03 1.31e-03 1.68e-03
72 6.24e-04 4.63 1.90e-04 4.76 2.40e-04 4.79
96 1.72e-04 4.48 5.08e-05 4.58 6.41e-05 4.59
144 2.70e-05 4.57 7.76e-06 4.63 9.74e-06 4.65
192 7.59e-06 4.41 2.18e-06 4.41 2.74e-06 4.41

00-r 2.23e-02 2.81e-03 3.93e-03
" 2 5.70e-03 3.36 5.01e-04 4.25 7.52e-04 4.08
96 | 2.22e-03 3.28 1.57e-04 4.03 2.49e-04 3.85
144 j 5 .12e-04 3.62 2.92e-05 4.15 4.82e-05 4.05
192 | 2.02e-04 3.23 9.24e-06 4.00 1.59e-05 3.86
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Figure 5.2: An exam ple of multi-connected Domain
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Figure 5.3: A decomposition of the domain
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R Outlet Q Outlet *̂ 1

Figure 5.4: A cooling system
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Outlet Outlet

Figure 5.5: Vorticity p lo t w ith  30 equally spaced contours from 1 to  100 and from 
-100 to - 1 . a t  time ti =  0.5, of the flow past the  cooling system . R e  =  2000. The 
com puta tion  is based on EC4 m ethod with the  resolution A x  =  A t/  =  gjrj.
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O utlet Outlet

Figure 5.6: Yorticitv plot with 30 equally spaced contours from 1 to 100 and  from 
-100 to - 1 . a t  tim e  t2 =  1. of the  flow past the  cooling system. R e  = 2000. The 
com puta tion  is based on EC4 m ethod with the  resolution A x  =  A y  =
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Outlet Outlet

Figure 5.7: Yorticitv plot w ith 30 equally spaced contours from 1 to 100 and  from 
-100 to - 1 . at tim e t3 = 1.5. of the flow past the cooling system. Re =  2000. The 
computation is based on EC4 method with the resolution A .r =  A y =

R ep ro d u ced  with p erm issio n  o f  th e  copyrigh t ow n er. Further reproduction  prohibited w ithou t p erm issio n .
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O utlet O utlet

Figure 5.S: Vorticitv plot w ith  30 equally spaced contours from 1 to 100 and  from 
- 1 0 0  to - 1 . at tim e tA =  2, of th e  flow past the  cooling system . Re  =  2000. The 
com puta tion  is based on EC4 m ethod  with the  resolution A x  =  A y =  ry^-

R ep ro d u ced  w ith p erm iss io n  o f th e  cop yrigh t ow ner. Further reproduction  prohibited w ith out p erm issio n .
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Figure 5.9: Vorticitv p lot with 30 equally spaced contours from 1 to  100 and from 
- 1 0 0  to - 1 . a t  tim e t =  6 , which is close to  the  s teady  state, of the  flow past the 
cooling system . Re  =  2000. The com puta tion  is based on EC4 m ethod  with the 
resolution A x  =  A y  =

R ep ro d u ced  with p erm issio n  o f  th e  copyrigh t ow n er. Further reproduction  prohibited w ithout p erm issio n .
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C H A PT E R  6

A PPLIC A TIO N  TO BOUSSINESQ  
EQUATIONS

6.1 P reliminary

The 2-D dimensionless incompressible Xavier-Stokes equations in the  Boussi- 

nesq approxim ation  are given by

1

( 6 . 1 . 1 )

dt6 + ( u - V ) 0  = ■Ad.
Re- P r

/ 0  . l
dtu  +  ( u - V ) u  +  V p =  Ri-Q- ( } +  —  A u .

V - u  =  0 .

where u  is the  velocity, p is the  pressure. 6 is the tem perature. Re  is the  Reynolds 

number of the  flow, P r  represents the  P ran d tl  number, which is the  ra tio  of 

the kinematic viscosity to the  heat conductivity. Ri.  the  Richardson number, 

corresponds to the  gravity force effect and  the thermal expansion of th e  fluid. 

Sometimes there  are different dimensionless quantities in the  above equations 

based on the scales relating to the purposes of different setups in physics. Some 

other param eters  can be introduced in different problems in physics, such as the 

Rayleigh num ber R a  =  Ri- R e 2 ■ P r  appearing  in the Rayleigh-B’enard  problem, 

and Gr.  the G rashof number, which is defined as Gr = = Ri -Re2. For brevity

of our presentation below, we denote u =  and k  =  The system  (6.1.1)

is usually identified as Oberbeck-Boussinesq equations, (or. simply, Boussinesq
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equations).

(6.1.1) can also be w ritten  in the  vorticity-stream  function form ulation

( 6 . 1. 2 )

dt9 4- ( u - V )#  =  acA0 .

dtuj 4 - ( u -  V)w’ =  Ridz9 4 -  v . 

A t ’ =  j  .

u =  —dy c . v -- dTv

where ^  =  V  x  u  is the vorticity. v  is the stream function.

T he  natura l no-slip boundary condition u  | r =  0 is imposed in (6.1.1). which 

in tu rn  can be w ritten  in terms of the  stream function v  if the  com putational 

domain is a simply-connected dom ain

For the tem pera tu re  9. we can e ither  impose the Dirichlet boundary  condi­

tion

where 9b is a given distribution for the  tem perature  on the boundary: or. we can 

impose the X eum ann boundary condition

where 9j  is a given heat flux on the  boundary. If the adiabatic  boundary  condition 

is assumed. 9j can be taken to be 0.

The strategy of developing the fourth order numerical m ethod of the Boussi- 

uesq equations in vorticity formulation is similar to  tha t  of the Xavier-Stokes 

equations. See [ELVl], [ELV2], A 4-th order essentially compact approach will 

bo used to treat the mom entum  equation. The purpose of this approach is to 

reduce the number of numerical boundary  conditions for v.  This is im portan t

(6.1.3)
<9n

(6.1.4) 0 l r =  9b .

(6.1.5)
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for the m om entum  equation  since c  is coupled with jj by a Poisson equation. 

T he main issue of determ in ing  the vorticity on the b o u n d ary  is th a t  there are 

two boundary  conditions for stream function as in (6.1.3). T he  no-penetration 

boundary  condition ib |p =  0 can be directly applied in th e  Poisson solver. The no­

slip boundary  condition | r =  0 . along with the k inem atic  re lationship between 

c  and >jj. will be converted into a vorticity boundary  condition, such as Briley's 

formula or a  new 4-th o rder vorticity boundary  formula proposed in C hap ter  4. 

Moreover, the main difference between the m om entum  equation  in Boussinesq 

equations and  the  usual fluid equations is the addition of the  gravity  term , i.e. 

the  tem p era tu re  is coupled in the m om entum  equation w ith the gravity  term. 

This coupling will be t re a ted  explicitly. Consequently, no numerical difficulty 

will be antic ipated.

T he  evolution of tem p era tu re  in the tem pera tu re  equation  can be trea ted  as 

a  s tandard  convection-diffusion equation, mainly a passive scalar. This  equation 

can be up d a ted  very efficiently by the 4-th order long stencil difference operators. 

T he numerical values a t  th e  "'ghost” com puta tion  poin ts  near the boundary  can 

be estim ated  by one-sided extrapolation. To reduce th e  num ber of interior points 

for both  com puta tional convenience and b e tte r  stability, we can also apply some 

information obtained  by th e  tem perature  equation on th e  boundary. Sim ilar idea 

can be found in [HKR]. T h e  resulting boundary  condition  can be proven to be 

stable, bo th  numerically an d  theoretically.

The 4-th order R u n g e-K u tta  m ethod will be used in our tim e discretization 

to avoid cell-Reynolds constra in t,  as discussed by E and  Liu in [ELV1], [ELV2]. 

The numerical scheme, including the implem entation of the  tim e-stepping proce­

dure. is described in Section 6.2.

In Section 6.3. a well-recognized model dealing w ith  Ravleigh-Benard con­

vection is used to check th e  accuracy of our numerical scheme. T he  stream

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



function and th e  tem p era tu re  in the  two-dim ensional flow can be represented by 

three param eters  w ith  the help o f single and double m ode analyses. By m aking 

app rop ria te  transfo rm ations, the  evolution of the  three param eters  can be de­

scribed as a non linear system  of O D Es. which is known as the  Lorenz system . 

An accuracy check is carried ou t for our com pu ta tional m ethod  applied to the  

Boussinesq equations (w ith a single source term ) based on the  Lorenz system . 

Full fourth  o rder accuracy was shown for th is  flow.

In Section 6.4. we dem onstrate  the robustness of ou r num erical m ethod by 

sim ulating  an exam ple  o f strong shear flow induced by a  tem p era tu re  jum p, of 

the ra tio  1.5:1. in an  insulated  box. The com plicated s tru c tu re  of rolling up. 

resulting  from th e  vortex  sheet and  the  consequent K elvin-H elm holtz instability, 

is com pletely resolved. T he accuracy of our com puta tion  is checked by the perfect 

m atch of the two resolutions: 2048 x 256 and  4096 x 512.

6.2 D escription of the Schem e

For sim plicity  o f presen tation , we take the sam e co m p u ta tio n  dom ain as in 

C h ap ter 3: Q =  [0, 1] x [0,1] w ith  grid size A x  =  A y = h. T he boundary is 

com posed of Tx: {y  =  0 , 1 } and Ty: {x =  0 . 1 }. The associated  num erical grids 

will be denoted by {x, =  i /N , yj =  j / N .  i . j  = 0. 1. • - -. N } .

6 .2 .1  T em p e ra tu r e  T ra n sp o rt E q u a t io n

For the te m p e ra tu re  tran sp o rt equation dt9 + u -V 9  — k /S.9, one can approx­

im ate d T. d y by th e  s tan d a rd  fourth  order long-stencil o p e ra to r

(6.2.1)  dx =  D x { 1 -  ^ D \ ) +  0 ( h A) . dy =  D y ( l  -  ^ D ; )  +  0 ( h A) .

where D r . D \  are  s tan d a rd  centered difference opera to rs corresponding  to dx . d x .
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respectively. To approxim ate A  in the  diffusion term , one can see th a t

(6.2.2) A  =  A /, -  ^ ( D l  + D j )  +  0 { h A) .

Thus we have th e  approx im ation  for the tem p era tu re  equation

t 2 u2
(6.2.3) d td +  u D x ( 1 -  —  D 2X)6  +  4 ( 1  -  - D 2y )G =  k ( a & -  —  (£ £  +  D j ) ) 0 .

6 .2 .2  T em p e ra tu r e  a t G h o s t  P o in t(s )

As can be seen, the  im plem entation  of (6.2.3) requires the determ ination  of 

6 a t the "ghost po in ts” , which a re  grid  points ou tside  the com putational dom ain.

Its derivation needs th e  one-sided approxim ation  near the boundary'. Shorter one­

sided stencils usually  result in b e tte r  stab ility  and  com putational convenience.

For brevity  of th e  p resentation , we concentrate  on the boundary- r x, j  =  0.

6 .2 .2 .1  D ir ich le t  b o u n d a r y  c o n d it io n  for T em p era tu re

If the D irichlet boundary  condition  for the  tem peratu re  (6.1.4) is im posed,

0, o can be given accurately  on th e  boundary  to  be 0b(xt.O). Accordingly, under 

this boundary condition  for the  tem pera tu re . (6.2.3) shall be up d a ted  a t in terior 

points 1 <  i . j  < N  — 1 . T his indicates th a t  only one “ghost point” value

i needs to be ob ta ined . Local Taylor expansion near the boundary  gives us

(6.2.4) -  - U . 2  +  +  ~ h 2d2ydt.0 +  Oi h5) .
1 1  1 1  1 1  1 1  1 1

Som etim es we can even use in form ation  from the  PD E, or derivatives of PD E, 

near the boundary  to  reduce the  num ber of required points in the  stencil. As can 

be seen, the term  d 26 on j  — 0 in (6.2.4) can be evaluated with the  help of the 

following evaluation on the boundary

(6.2.5) d,e | rx=  KAfl |r , =  *(8°; +  d 2y )6 |f i =  K ( d %  +  |rJ  .
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where in the first s tep  we used the no-slip boun d ary  condition for u and  u. which 

implies th a t the  convection term  disappears on the  boundary  for the equation  in 

(G.1.2). (6.2.5) leads to

(6.2.6)  d 26 |pr=  - d t0b -  d'26b .
At.

where the right hand  side is a  known function since 0  is given on the boundary. 

S ub stitu tin g  (6.2.6) into (6.2.4). we have

(6 .2 . i ) dt.- i  =  TT#i,o — — TT^ 1-2 +  TT^ 1-3  7 7 h~{—d t0b — d~0b) +  0 ( h ° ) .
11  11  11  11  1 1 m

T he sam e applies to  the o ther three boundaries. It can be shown th a t th is  form ula 

gives full 4-th order accuracy. See the  results in Table 6 . 1 .

R e m a r k  6 . 2 . 1  In (6.2.4). we used 5-th o rder one-sided approxim ation  for the 

tem p era tu re  near the  boundary'. In fact, the  4 -th  order Taylor expansion near 

the boundary  can also be used, which results in only one interior po in t in the 

formula

( 6 . 2 . 8 )  0,._, =  20,,o -  0, ,  + li2d t$ 4- 0(h4) .

The derivation of d 26i Q on T*. (6.2.5) and (6.2.6). is still valid here. T he  com bi­

nation of (6 .2 .8 ) and  (6 .2 .6 ) results in

(6.2.9) 0 ,..!  =  20,,o -  0,.i +  h 2( - d teb -  d % )  +  O ( h ' ) .
K

which is a (){ h 4) form ula analogous to (6.2.7). O u r com puta tion  shows th a t both

(6.2.7) and (6.2.9) provides s tab ility  and full accuracy, as explained in Section 

6.3. Since (6.2.9) only requires one interior po in t, we suggest using (6.2.9) in 

practical co m pu ta tion  for convenience.
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6 .2 .2 .2  N e u m a n n  B o u n d a r y  C o n d it io n  for th e  T em p e ra tu r e

Under N eum ann b o u n d ary  condition, the  tem pera tu re  d is trib u tio n  on th e  

boundary  is no t known explicitly. In th is  case. (6.2.3) is upd a ted  a t every com ­

pu ta tiona l po in t (x t ,y j ) .  0 <  i . j  <  -V. T his in tu rn  requires th a t we determ ine 

two "ghost po in t" values 0,._i and  9[__> to  carry  out (6.2.3). T he sam e s t r a t ­

egy of one-sided app rox im ations is applied . It can be seen th a t the  local Taylor 

expansion near th e  b o u n d ary  gives

h3
( 6 . 2 . 10) 0U_! =  0iA -  2hdydtja -  +  0 ( h ° ) .

and

8  h 3
(6.2.11) 0U_2 =  9u2 -  Ahdy9u0 -  —  frfr.o  + 0 ( h 5) .

T he term  dy9z_0  appearing  in  (6.2.10). (6.2.11) has already been given by 9f . In 

the  no-flux case, th is te rm  d isappears. T hen  the  rem aining task  is to determ ine 

Oy9l0 . As discussed above, th e  inform ation from the  PD E . or derivatives of PD E , 

near the boundary  can be used for the derivation  of "ghost point" values of the  

tem pera tu re . If the  norm al derivative on the  boundary, which is dy on r x, is 

taken  for the original te m p e ra tu re  tra n sp o rt equation , we arrive a t

(6.2.12) 9yt + uy9x ■+■ uOjy -+- vy6y + v9yy =  ac(6yxx +  0^9) . on r x .

All the term s in (6.2.12) a re  evaluated  on the boundary  r x . T he first te rm  

on the left side o f (6.2.12) is a  known function 9 ft . which in the no-flux case 

disappears: the  th ird  and  fifth  term s on the  left side of (6 .2 . 1 2 ) d isappear because 

o f no-slip boundary  condition; the  fourth  term  on the left side also disappears 

because of the  no-slip b o u ndary  condition and  the  incom pressibility which implies 

th a t vy =  — ur =  0  on Tx: the  first term  on the  right side o f (6 .2 . 1 2 ) is also a  

known function 9 jxx. w hich d isappears in the  case th a t no heat flux is on th e
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boundary. Then the rem aining task is to  determ ine the  second te rm  on the left

side of (6.2.12). uy0x . As can be seen. ay is in fact —uj on the boundary  r x

because uj =  — uy 4- vx and  vx vanishes on the boundary. Moreover, since (6.2.3) 

is u p d a ted  a t all grid points, including the boundary  points. 6X on Tx can be 

calculated  by the s tan d a rd  fourth order long-stencil op era to r (6 .2 . 1 ). C om bining 

all the argum ents above and  su b stitu tin g  back into (6 .2 . 1 2 ). we o b ta in  df^d on Tx

(6.2.13) ^0,-o = - ( d f t - ^ 0D A l  -  — D;)0,.o) -  ef x x .

Plugging (6.2.13) back into (6.2.10). (6 .2 . 1 1 ). we get the  two "ghost p o in t” values 

for 9 near the boundary  Tx

(6.2.14) = 0ui -  2h0f  -  ~  - ~ ' , oD x( l  -  ^ D 2z )0uQ -  dfxx) .
At At U

(6.2.15) 0,_2 = eU2 -  Ahdf -  % ( - e ft -  L ,o D x(i -  ^£>;)0,o -  efxx) .
o  AC K  O

In the no-flux case (in o ther words. Of d isappears), the  above form ulas can be 

simplified to

(6.2.16) 0t._t = dlA A Dx(l -  ^■D 'i)0l.o .
3 k 6

(6.2.17) 0,._2 = 0u2 + ® £ ^ D X(1 -  ^Z?7)0,o .
3 ac 6

Still, the o th er three boundaries can be trea ted  in a sim ilar m anner.

6 .2 .3  M o m e n tu m  E q u a tio n

To solve the fluid p a rt equations, we can use the Essentially C om pact Fourth 

O rder Scheme (EC4). which was proposed by E and Liu. The s ta r tin g  point of 

the scheme is the fact th a t Laplacian o p era to r A  can be approxim ated  with the 

fourth o rder by

a  4- — ry~ D *
(6.2.18) A  =  * 4  O (h ')  .

1 +
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M ultiplying the denom inato r difference opera to r 1 +  y^A/, to the  m om entum  

equation gives

(6.2.19)
h 2 h 2 h 2 h 2

( 1 4- — A h )dt^  r ( l r  — A a )V -(u o /)  -  R i ( l  +  ~ A h)dz 0 =  v ( A h +  - Q D * D l h '  ■

and m ultiplying the  sam e o pera to r to the  kinem atic equation leads to

(6.2.20) (A„ +  ^ Dl Dl)v  =  (1 + ~ A hU.

As in [ELY2]. the corresponding nonlinear convection term  in the vorticity  dy­

namic equation can be estim ated  as

(1 +  ^ A * ) ( u - V * )  =  D , (  1 +  +  D , (  1 +  ^ D t ) (  fu.)
(6 .2 .2 1) -  h2

— — A h ( u D xuj +  uDyUj'j -p 0 { h A) .

The first and the second term s in (6.2.21) are com pact. The th ird  term  is 

not com pact, yet it does not cause any trouble  in practical com puta tions since 

unDz^  -r L'nDy~;n can  be taken as 0 on the  boundary. The case of boundary 

condition with slip can be trea ted  sim ilarly, as discussed in [ELV2]. T he gravity 

term ( 1  +  y^A /Jd*# can be dealt w ith in a  sim ilar fashion. The form al Taylor 

expansion gives

(1 +  y ^ A ) 5 x =  D x ( l  -i- ~  -f- 0 ( h A)
( 6 . 2 . 2 2 ) ”  .,

=  D t +  y j & O j -  ^ D , D l  +  0 ( h ' ) .

where the first and the  second term s can be updated  easily, yet the  th ird  term  

has to be im plem ented by "ghost points" %'alue of 6. which was discussed in the 

last subsection. Finally, by the  in troduction  of an in term ediate variable ~2

k 1
(6.2.23) ZJ =  (1 +  —  A h)jj,
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and  com bining the discussions in (6.2.19)-(6.2.22). the whole m om entum  equation  

can be approx im ated  by

(6.2.24)
I 2 l'J

0 tu: -l- D z ( l  +  — D ~ ^ ( uuj) 4- D y ( l  +  — D' ^ j (cuj )

/l“
— — A h ( u D xu! +  vDy j j )  — R i D x ( l  +  —  (D~  — D~)^j9 =  £ / ( A h -+-

T he stream  function can be solved by (6.2.20) with the  b o u n d ary  condition 

<.• | r =  0. T he velocity u  = V  1 ^  =  ( —dyv .  dx f )  can be o b ta in ed  by (6.2.1), the 

long-stencil approxim ation  to dx , dy

(6.2.25) u =  —D y ( l  -  , y =  ^ r ( l  -

T he vorticity  is determ ined by u; via (6.2.23). The im p lem en ta tion  of (6.2.23)

needs the  boundary  condition for u w h i c h  is discussed in the  nex t subsection.

6 .2 .4  F o u rth  O rder B o u n d a r y  C o n d it io n  for th e  V o r t ic ity

Wo only see the  boundary  Tx where j  =  0 here. As a lread y  discussed in 

C h ap te r 3. the m ain point of th e  boundary  vorticity is to  use the boundary  

condition  <.• |p =  0 . =  0 , and  convert it in to  u: |p by the k inem atic  relation

A u  = -c. We can e ither use B riley’s form ula

(6.2.26) -o’t.o =  (108A.1 — t 'i . 2 +  d t ’i.;j) .

along w ith the one-sided Taylor expansions of the  stream  function

(6.2.27) =  6 Vi,i -  2 ^ ,2  +  -  4h

(6.2.28) f , . _ 2  =  40^u  -  15^,2  +  -  1 2 h

O r. we can use a new 4-th order form ula for the  vorticity. which was proposed in 

C h ap te r 3

(6.2.29) -A.o =  — 3t/.’,.2 +  -t'i,3  — g W i) •
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along with the estim ate  o f  the  s tream  function at " ghost points"

(6.2.30)

and

As po in ted  out in C h ap te r  4. b o th  form ulae give us fourth o rd er accuracy 

for the 2-D X avier-Stokes equations. For com pu ta tional convenience, we suggest 

using B riley 's formula a long  w ith (6.2.27). (6.2.28) in the calcu lation .

R e m a r k  6 .2 .3  This one-sided vo rtic ity  boundary  condition was proven to be 

stable and  be consistent w ith  the cen tered  difference applied a t in terio r points. 

The whole scheme, includ ing  the one-sided approxim ations of the  tem pera tu re  

near the boundary  and  th e  vorticity  b o undary  condition, has been shown to have 

full 4-th o rder accuracy.

As discussed in [ELVT], [ELV2], th e  convection, diffusion term s and the 

gravity term  appearing in the  Boussinesq equations, together w ith  the  4-th order 

spatial d iscretizations discussed above, can be u p d a ted  explicitly. Such explicit 

trea tm en t does not resu lt in any problem  caused by the  cell-Reynolds num ber 

constrain t if the R unge-K u tta  m ethod is applied. For sim plicity we only present 

the forward Euler tim e-d iscre tiza tion . T he extension to m ulti-step  or Runge- 

K u tta  m ethods is stra igh tforw ard .

I n i t ia l i z a t io n :  Given }. com pute

T im e - s te p p in g :  Given th e  vorticity  u;n and the tem p era tu re  0n a t tim e tn. we

6 .2 .5  T im e  D is c r e t iz a t io n

(6.2.32)

com pute all the profiles a t  the tim e s tep  t" ~ l via th e  following steps.
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Step 1. U pdate a t interior points (x ,.y 7). for 1 <  i . j  < .V — 1 using

(6.2.33)
rn

0 , ( 1  +  +  D , (  1 +  j D i ) (  t V |

Step 2. O btain  9”j l using

If the D irichlet boundary' condition is im posed for the  tem pera tu re . (6.2.34) is 

updated  a t interior po in ts (X i.y j). 1 <  i . j  < .V — 1 . and  the boundary  value of

tem peratu re . (6.2.34) is u p d a ted  a t all com putational poin ts (x t. ;/7). 0 <  i . j  < N .

using (6.2.27). (6.2.28) (toge ther w ith Briley's vorticity boundary  condition (6.2.26)), 

or using (6.2.30). (6.2.31) (together w ith the new vorticity  boundary condition

(6.2.29)). We note th a t solving (6.2.35) only requires ZJn~ l a t interior points 

(x,. yj). 1 <  i . j  < .V — 1 , which has been updated  in S tep  1.

Step 4■ If the D irichlet boundary  condition is im posed for the tem perature, 

calculate "ghost point" value 9i,-\ by the formula (6.2.7) or (6.2.9): if the Neu­

m ann boundary  condition is im posed for the tem peratu re , use (6.2.14). (6.2.15) 

to calculate 6 a t "ghost p o in ts '’.

Step 5. Since (including the "ghost point" value) has been com puted

9n 1 is given by (6.1.4); if  the  N eum ann boundary condition is imposed for the

Step .'}. Solve for { 1}
l<ij<;V-t using

(6.2.35)

where only Sine transform ations are needed. C om pute c-" * 1 a t the "ghost points”
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in S tep  3. now we are able to ob ta in  the boundary  value for by Briley's

form ula (6.2.26) o r the  new fourth  order formula (6.2.29).

Step 6. Now we use the b o u ndary  values for .c" * 1 u p d a ted  in Step 5. to

r < > r  u s i n s

Step  7. U pdate the  velocity u " * 1 . z; " ^ 1 using th e  4-th o rder difference scheme

for i . j  > 1 . and un^ 1 |r =  0 . r n + 1  |p =  0 .

R e m a r k  6 .2 .4  In the above tim e-stepping  procedure, the  m ost com putations 

involved are the solvers for the two Poisson-like equations ap p earin g  in Step 3 

and  S tep  5. respectively. O ur num erical experim ent shows th a t  over 90 percent of

6.3 Accuracy Check Using the Lorenz System

We consider a  well-known m odel dealing w ith  R ayleigh-Benard convection, 

which was proposed by Lorenz(1963). He expanded the equations describing 

two-dim ensional nonlinear convection on a uniform ly heated plane w ith free-free 

boundaries in double Fourier series. T he resulting system  of equations was then 

tru n ca ted  radically, so th a t only th ree  ODEs rem ained. T hese arc the  so-called

(6.2.35)

(6.2.36) un+l =  —D y( l  -  ^ D j ) Vn+l

the C PU  is spent in the  two Poisson solvers. T h a t makes the  m ethod  extrem ely

efficient.
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Lorenz svstem

(6.3.1:

r dx
d T
d Y
d T

=  —<j X  + <j Y  .

=  r X  -  Y  -  Z X  .

d Z
—  =  - 6 Z  +  . \ i  .

in which X  is p ropo rtional to  th e  am plitude  of the convection m otions. Y  is pro­

portional to the tem p era tu re  difference between the  ascending and descending 

m otions, i.e. the horizontal te m p e ra tu re  difference across a  roll, and  Z  is propor­

tional to  the deviation of the  vertical tem pera tu re  profile from the linear profile:
Ra

a  s tands for P ran d tl num ber, r  =  — t he ratio  of th e  Rayleigh num ber to the
R c

critical Rayleigh num ber. 6  is a  p a ram ete r related to  the  wavenum ber as can be 

shown later.

Now we fit the  Lorenz system  to the Boussinesq equations. A single-m ode 

stream  function can be chosen as

(6.3.2) t:e( x . t )  =  P (t)  sin(fcx) sin(y)

and the tem peratu re  can be chosen as

(6.3.3) 0r(x . t) =  .4(t)cos(A::r)sin(y) -I- £ (f)s in (2 y ) +  (tt — y) .

where k  is the wavenum ber. It shall be noted th a t two different m odes were used 

in the tem peratu re  profile. T he  in teraction  between these two m odes reveal a  

rich nonlinear dynam ics phenom enon. T he term  ~ — y  in the tem p era tu re  stands 

for the linear profile. Accordingly, the  corresponding velocity u e =  -tv)

and the vorticity =  A c e are com puted  to  be

(6.3.4)
u ,.(x .t)  = — P (t)  s in (k x )c o s (y ) . ve( x . t )  = k P (t)c o s(kx )s in {y ) . 

~;r( x . t )  =  X kP (t) sin(Arx) s in (y ) .
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where \ k =  — (k2 +  1). Plugging (6.3.2)-(6.3.4) into the momentum equation.

(6.3.5) d t^’e +  ~  R id r9e = ISAa,'f .

we obtain  the following nonlinear O D E

(6.3.6) ^  =  is \k P  -  R i-^ -A  .
d t

However, these profiles do not satisfy  the tem p era tu re  transport equation exactly.

In the original derivation o f the  Lorenz equation, th e  high order production term  

was truncated , which leads to  the  Lorenz system  (6.3.1). This can be reform ulated 

by adding a force term , which represents the  tru n ca ted  term , to the heat transport 

equation, so tha t the profiles satisfy

(6.3.7) dtGe +  u e -V 9 e =  kA 9 s +  f  .

where

(6.3.S) f  =  2PBcos(A :x)sin(y)(cos(2t/) — l )  .

(6.3.7) and (6.3.8) result in the following ODEs

^  =  k P  +  *XkA  -  2k B P  .

dt 2

We can see th a t (6.3.6). (6.3.9) form  a closed system  of O D Es for the pa­

ram eters P (t) . A {t). B ( t) .  The equivalence between them  and the param eters 

X . V . Z  appearing in the Lorenz system  (6.3.1) can be derived by the following 

scaling transform ations: denoting  X  = a P .  V' =  3 A . Z  = ~ B . f = and

su b stitu tin g  into (6.3.1). we get

is R i - k 2 4
(6.3.10) a - - .  r  = ------- - j - . b — - — .
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and

(6.3.11) a
Ri-k'1
ukX\

from which it can he seen th a t a  is the P ran d tl num ber, b is one p aram eter related

We use our fourth order m ethod proposed in §2 to  solve the  Boussinesq 

flow with force term  (6.3.5), (6.3.7). (6.3.8). The in itia l da ta  is taken as the 

profiles (6.3.2)-(6.3.4) when t =  0 . and .4(0). B (0), C (0 ) are chosen to  be 1 . The 

vorticity boundary condition is taken to be the new 4-th  order form ula (6.2.29). 

The application of Brilev's formula (6.2.26) leads to  a  sim ilar accuracy result. 

Both the Dirichlet and  N eum ann boundary condition for the tem pera tu re  can be 

imposed in this exam ple. In the case of the  D irichlet boundary condition, the 

5-th order formula (6.2.7) is used as our ex trapo lation  for the tem pera tu re  near 

the boundary, while the  4-th order formula (6.2.9) leads to  almost the  sam e result 

in our com putation . In the  case of the .Neumann boundary  condition. (6.2.14).

(6.2.15) is used as our ex trapo lation  for the tem peratu re  near the boundary, while 

the force term  has to be added and the slip velocity on the  boundary, which can 

be seen from (6.3.4). will be taken into consideration when we derive d?0 on r x.

We choose the  wave num ber k =  1. T he final tim e is taken to be t =  2.0. The 

other physical param eters are chosen as: R i  =  1, u =  k =  0.001. Accordingly, 

r  =  1.25 x 10°. <7 =  1 and b — 2. The com putational dom ain is chosen as [0. -]* 

with uniform spatial grids A i  =  A// =  h. and the tim e step  A t =  ^ A i .

The exact solutions of stream  function and tem p era tu re  are given by (6.3.2). 

(6.3.3). where the coefficients P {t). A{t) and  B (t)  are com puted by the 4-th order 

R unge-K utta  m ethod applied to the system  (6.3.6), (6.3.9).

to the wavenumber. r is the ra tio  of the Rayleigh num ber to  the critical Rayleigh

number.

6 .3 .1  A ccu ra cy  C heck
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32". 64". 1 2S~. 2562. T he absolute errors of s tream  function, vorticity  and 

tem p era tu re  are listed in Table 6 . 1  and Table 6.2. w ith  D irichlet and  Neumann 

boundary  conditions for the  tem pera tu re  im posed, respectively. Wo can see in 

the tables th a t the tem p era tu re  and the stream  function achieve exactly  fourth 

order accuracy. T he vorticity  achieves alm ost fourth o rd er accuracy in L l . L2 

norm s and a little  less th an  fourth order accuracy in L x  norm s.
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6.4 C om putation of M arsigli Flow

To illustra te  th e  perform ance of the fourth o rder m ethod, we com pute an 

exam ple of M arsigli flow which has been known since the 17th century. This 

exam ple can be found in the work of Marsigli (1681). T he detailed  sto ry  is 

described in G ill's book " A tm osphere-O cean D ynam ics" [GILL] as follow.

It seems th a t when Marsigli went to C onstan tinop le  in 1679 he was 

to ld  about a  well-known undercurrent in th e  Bosphorous: " ... for the 

fisherm an of th e  towns on the  Bosphorous say th a t the  whole stream  

does not flow in the direction of B yzantium , bu t while the  upper 

curren t which we can see p lainly  does flow in th is d irection, the deep 

w ater of the abyss, as it is called, moves in a  d irection  exactly  opposite 

to  th a t of the  up p er curren t and so flows continuously  against the 

curren t which is seen". T h a t is. the undercurren t w ater flows toward 

the Black Sea from the M editerranean. M arsigli reasoned th a t the 

effect was due to  density differences: w ater from  the Black Sea is 

ligh ter than  w ater from the  M editerranean. T he lower density  of 

the  Black Sea can be a ttr ib u te d  to lower sa lin ity  resu lting  from river 

runoff. He then  perform ed a  laboratory  experim ent: A container 

is in itially  di%'ided in two by a  partition . T he  left side contained 

w ater taken from  the  undercurrent in the B osphorous, while the right 

side contained dyed w ater having the density  o f surface w ater in the 

Black Sea. T he experim ent was to  put two holes in the  p a rtitio n  to 

observe the resu lting  flow. T he flow through  the  lower hole was in 

the  direction o f the  undercurrent in the Bosphorous. while the flow 

through  the up p er hole was in the direction o f the  surface flow.
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We sim ulated  the  above physical process in a sim ple setup: Boussinesq 

flow w ith two in itia lly  piecewise constant tem peratu res in an  insulated  box Q = 

[0. S] x [0. 1 ]. T he p a rtitio n  was located at x  =  4. The tem p era tu re  was chosen to 

be 1.5 a t the  left half, which indicated the lower density. 1 a t  the  right half, which 

ind icated  the  higher density. (By Boussinesq assum ption, th e  density  difference 

can be converted into tem p era tu re  difference w ith the reverse ra tio ). T he  whole 

flow was a t rest a t t =  0. A no-slip boundary condition was im posed for the ve­

locity and  ad iab a tic  boundary- condition was imposed for th e  tem p era tu re . The 

co m pu ta tional m ethod was based on the fourth  order schem e discussed above 

coupled w ith 4 -th  o rder R unge-K utta  tim e stepping, as described in 2 .5 . Bri­

ley's form ula (6.2.26) was used as the boundary- condition for the vorticity . The 

ad iab a tic  boundary  condition imposed for the  tem p era tu re  indicated th e  use of

(6.2.16). (6.2.17) to  evaluate the tem peratu re  a t "ghost p o in t" . In ou r com pu ta­

tion. the  Reynolds num ber was chosen to be Re  =  5000, the  P ran d tl num ber was 

chosen to be 1 , and  the R ichardson num ber R i. which corresponds to  the  gravity 

effect, was chosen to  be 4. We repeated the com putations using two resolutions: 

204S x 256. 4096 x 512.

T he com pu ta tion  resu lts on the resolution of 2048 x 256 of tem p era tu re  and 

vorticity  a t a  sequence of times: =  2. t> =  4. <3 =  6 . tA =  8  are  shown in

Fig. 6.1. Fig. 6.2, respectively. To save the  space, we on ly  plot the  vorticity  

on the left-half dom ain [0.4] x [0.1]. The vorticity on th e  righ t-half dom ain

[4.8] x [0.1] is axis-sym m etric to  th a t of the  left-half dom ain . Like R iem ann 

shock-tube problem , once the  partition  was removed, the flow was driven by the 

gravity  force. T he results indicated clearly the appearance o f an upper current 

flow, which moved from the  left side to the  right side, and  an undercurren t 

How. which moved in the  opposite direction. It coincided w ith  the phenom enon 

observed by M arsigli. Consequently, a sharp  interface was formed between the

R ep ro d u ced  with p erm issio n  o f  th e  copyrigh t ow n er. Further reproduction  prohibited w ithout p erm ission .



162

two currents. In o ther words, two cu rren ts  w ith different m oving directions were 

separated  by an interface. Strong sh ear flow and vortex sheet cam e into being 

along the interface. This vortex sheet exh ib ited  the K elvin-H elm holtz instability .

As a result, a t t\ =  2. two sym m etric vortices and the  rolling up s tru c tu res  

were formed. As the tim e goes on. m ore and  more rolling-up structu res were 

generated and  swelled. To see the d e ta ils , we plot the  tem p era tu re  and vorticity  

in a zooming region of [2.5, 3.5] x [0. 1] a t =  6 . on the resolution of 4096 x 512. 

in Fig. 6.3 and  Fig. 6.4, respectively.

The num erical sim ulation  for th is  type of K elvin-H elm holtz instab ility  is 

quite  challenging. To verify the accuracy  of our m ethod, we com pare the tem ­

perature  and the  vorticity a t  tim e t =  6  on a y  =  3  cut between two resolutions: 

2048 x 256. 4096 x 512 in Fig. 6.5 and  Fig. 6 .6 . respectively. It is evident th a t  

even though th e re  are so m any  rolling up s tru c tu res  and sharp  transitional areas 

for tem pera tu re  and vorticity  profiles, the  results using two resolutions m atch  

perfectly well.
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0 .5

t=8

Figure 6.1: T em pera tu re  plots a t a  sequence o f tim es at h  =  2. t-> =  4 . t3 =  6 . 
1.1 =  8 . of the in teraction  between two flow w ith  different densities : 1 in an 
insulated box Q =  [0. 8 ] x [0,1], Initially, th e  tw o flows are partitioned  a t x  =  4. 
O th er physical param eters: R e  =  5000, P r  =  1. R i  =  4. T he  com putation  is 
based on the fourth order m ethod w ith  2048 x  256 resolution.
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Table 6.1: Errors and  orders of accuracy for Boussinesq equation  a t t — 2 when 
the fourth  order m ethod  is used and  the  Dirichlet boundary condition for the 
tem p era tu re  is im posed. C F L = |.  where C F L =

I 1 -v L x  e rro r L°° order L l error L x o rder L~ e rro r L 2 order
I

i
32 1.25e-04 4.82e-04 2.00e-04

I
I

64 7.85e-06 3.99 3.11e-05 3.96 1.27e-05 3.98
9 128 4.89e-07 4.00 1.96e-06 3.99 7.95e-07 4.00

i 256 3.07e-08 4.00 1.23e-07 4.00 4.99e-08 4.00

j
32 4.97e-05 1.46e-04 6.50e-05
64 3.21e-06 3.95 9.45e-06 3.95 4.21e-06 3.95

i ' 1 2 S 2.01e-07 4.00 5.94e-07 3.99 2.64e-07 4.00
i 256 1.27e-08 3.99 3.74e-08 3.99 1.66e-08 3.99

32 6.38e-04 8.50e-04 3.93e-04
64 4.46e-05 3.84 4.88e-05 4.12 2.33e-05 4.07

j j 128 4.31e-06 3.37 3.07e-06 3.99 1.57e-06 3.90
256 4.69e-07 3.20 2.07e-07 3.89 1.15e-07 3.77

Table 6.2: Errors and  orders of accuracy for Boussinesq equation  a t t =  2 when 
the fourth  order m eth o d  is used and  the  N eum ann boundary condition for the 
tem p era tu re  is im posed. C F L = |,  w here C F L =

A' £ x  e rro r L°° order L l erro r L l o rder L 2 e rro r L 2 order
32 1.23e-04 4.92e-04 2.01e-04
64 7.78e-06 3.98 3.16e-05 3.96 1.28e-05 3.97

0 128 4.86e-07 4.00 1.99e-06 3.99 8.01e-07 4.00
256 3.05e-08 4.00 1.25e-07 3.99 5.03e-08 3.99
32 5.04e-05 1.49e-04 6.63e-05
64 | 3.23e-06 3.96 9.57e-06 3.96 4.26e-06 3.96

(.• 128 | 2.02e-07 4.00 6.00e-07 4.00 2.67e-07 4.00
256 | 1.27e-08 3.99 3.78e-08 3.99 1.68e-08 3.99
32 ] 4.0le-04 6.69e-04 2.79e-04
G-l ! 3.44e-05 3.54 4.07e-05 4.04 1.72e-05 4.02
128 | 3.55e-06 3.28 2.69e-06 3.92 1.27e-06 3.76
256 j 2.85e-07 3.64 1.83e-07 3.88 9.33e-08 3.77
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t=2

0.5

0

0.5

0

0.5 1.5 t^4 2 5

0.5 1.5 x2q  2.5

1.5 x2q  2.5

Figure 6.2: V orticity plots on the left half dom ain  [0.4] x [0.1]. at the  sam e 
sequence of tim es w ith the sam e physical param eters  in Fig. 5.1 and the sam e 
resolution. 40 equally spaced contours from -21 to  31. We om it the vorticity 
plots on the right ha lf dom ain [4.8] x [0,1]. which is axis-sym m etric to the left 
half dom ain.
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2.5 2.6  2.7  2.8 2.9  3 3.1

Figure G.3: Zoom ing plot of tem p e ra tu re  a t t = 6  in 
spaced contours from 1.001 to  1.499.

3.2  3.3 3.4  3.5

[2.5. 3.5] x [0. 1]. 40 equally
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2.5 2.6 2.7  2.8 2.9 3 3.1 3.2  3.3  3.4 3.5

Figure 6.4: Zoom ing plot of vorticity  at t =  6  in [2.5.3.5] x [0.1]. 40 equally  
spaced contours from -16.6 to 5.4.
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1 - 6 ------------------ 1------------------ :------------------ 1------------------ 1------------------ 1--- - - - - - - - - - - - - - - - - r

0  g ______________ 1______________ i______________ i______________ i______________ i______________ i______________ i______________
0 1 2 3 4  5 6 7 8

Figure 6.5: C om parison of tem peratu re  profile at y  =  ^ cut. t =  6  between 
two resolutions: the  solid line represents the result com puted  by the  resolution 
4096 x 512, while the  s ta r  line represents th a t of 2048 x 256. To m ake the  plot 
clearly, we only plot the even points in the s ta r t  line. In o th e r words, the  graph 
of the s ta r  line only shows 1025 points.
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2 0 ------------------ 1------------------ 1------------------ 1------------------ 1------------------ 1------------------ 1------------------ r

i t
15 -

10  -

j t

2 5 ___________________________ i___________________________i___________________________ i___________________________ i___________________________i___________________________ i___________________________ i------------------------------------------

0 1 2 3 4  5 6 7 8

Figure1 6 .6 : The com parison between th e  two resolutions for the vorticity  with 
the sam e horizontal line and tim e.
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